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CHAPTER 1 

NUMBER SYSTEMS 
Mr. Harsh Shrivastava, Assistant Professor 

Department of Electrical Engineering, Jaipur National University, Jaipur, India 
Email Id-ershrivastava@jnujaipur.ac.in 

 

The number system is defined as a system used to represent data collection in mathematical 
form.A number is a mathematical value that helps to measure or count objects and it also helps in 
solving mathematical calculations. The study of the number system is important from the point 
of view to learn about how data are represented before the data is processed in the digital system 
including the digital computer. In this, we will discuss how different number represents a data 
collection of a measured quantity.  There are some types of number systems in digital computers 
such as decimal number systems, binary number systems, octal number systems, and 
hexadecimal number systems. In this article, we are going to learn about the number system in 
maths, different types, and conversion procedures with both number systems.A number system is 
a system that expresses different values in numbers. It is the mathematical notation for 
representing numbers of a given set by consistently using digits or symbols. It provides a unique 
representation of every number that represents the arithmetic and algebraic structures of the 
figures. It also permits the operation of arithmetic operations such as addition subtraction, 
multiplication, and division[1]–[3]. 

The mathematical expression of any value of any digit in a number can be determined as given 
below: 

1. The digit 
2. Its position in the number 
3. The base of the number system. 

Analogue vs Digital: there are two basic forms of representing the numerical values or data of 
the Physical quantity of any object in mathematical form. Referred to an analog system, is to 
represent the numerical value or data of the physical quantity as a continuous range of values 
between the two expected values. For example voltage across a certain component in an 
electrical system or circuit may be expressed as 6.5v or 6.49v or 6.4879v. the underlying concept 
in this mode represents the variation in the numerical data of the physical quantity that is 
continuous and could have any of the infinite possible values between two points. 

On the other hand, referred to as digital, expressed the numerical data of the quantity in steps of 
discrete values. The numerical values are mostly expressed using binary codes (0 or 1) for 
example, the output voltage of a digital voltmeter is 10v, 13v, or 20v, and so on. It means digital 
numbers represent only discrete output data or values of a given measured physical quantity 
fractional part not included in digital numbers. Analog systems consist of devices that process or 
operated on various physical quantities represented in analog form. Digital systems consist of 
devices that process or operated the physical quantities expressed in digital form. 

Digital techniques and systems can be relatively much easier to design and have higher accuracy, 
noise immunity, easy storage of data, programmability, and easy fabrication in the integrated 
circuit form leading to the availability of more difficult functions in a smaller size. Most physical 
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quantities- velocity, acceleration, force, position, flowrate, pressure, and temperature are analogs 
in nature. In a complex system with analog inputs and outputs, analog variables have digitalized 
with the help of analog to digital converter or reconverted back to analog form at the output 
using digital to analog converter block. 

Number: A number is a mathematical value used for counting, expressing the quantity, 
ormeasuring or labeling objects. Numbers are used to operating arithmetic calculations.  
Examples of numbers are natural numbers, whole numbers, rational and irrational numbers, etc. 
0 is also a number that represents a null value. 

Base: a number base in a number system is defined as the unique or many different symbols and 
notations to represent a value. For example, the number base 2 represents that there are only two 
unique notations 0 and 1. The common number base is decimal, whose base is 10. 

Types of number systems:  
The most common four types of number systems are given below: 

1. Decimal number system (base-10) 
2. Binary number system(base-2) 
3. Octal number system (base-8) 
4. Hexadecimal number system(base-16) 

The different types of number systems: 

1. Decimal number system:  

The decimal number system has base 10 it uses ten digits from 0 to 9 to represent a value. In the 
decimal system, the positions successive to the left of the decimal point represent units, tens, 
hundreds, thousands, and so on. This system represents a decimal number. The positions show 
the power of the base (10). The method of writing higher-ordered numbers after 9 represents the 
writing second digit first (i.e. 1), followed by the other digits, one by one, to obtain the next ten 
numbers from 10 to 19. The next ten numbers from 20 to 29 are obtained by writing the third 
digit (i.e, 2) first, followed by one by one from the digit 0 to 9. This method of writing higher 
ordered numbers continues until we get all possible two-digit numbers combinations and 
reached 99. Then we begin to write three-digit combination numbers. The first three-digit 
number uses the lowest two-digit numbers followed by 0 (i.e.100) and the process goes on 
endlessly. 

The positions of different digits mixed in a decimal number, starting from the decimal point, 
are10^0,10^1,10^2 and so on for the integer parts and the fractional part 10 -̂1,10^-2,10 -̂3 and 
so on. 

For example: (1*10^3)+(5*10^2)+(4*10^1)+(2*10^0)=1000+500+40+2 

=1542(for integer part) 

= 2*10 -̂1+5*10 -̂2+6*10 -̂3=0.2+0.06+0.005=0.265 (for the fractional part) 

Decimal number = 1542.265 
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2. Binary number system: 

The number with base 2 is known as the binary number system. The binary number system uses 
only two notations i.e. 0 and 1 the usual base-2 is a radix of 2. The binary number is used in the 
logical operation of computers. the procedure for writing high-ordered terms/ numbers after 1 is 
the same process as the one explained in the case of the decimal number system ., the first 16 
binary numbers in the binary system would be 0,1,10, 11,100, 101, 110, 111, 1000, 1010, 1011, 
1100, 1110 and 1111. The next binary number after this is 10000, which is the lower binary 
number with 5 digits. 

The backbone of any digital computer system is logic operations. Although computer systems 
involve arithmetic operations too for solving complex problems. The introduction of logic 
operation given by George Boole laid the foundation for the modern digital computer decreased 
the mathematics of logic to binary notations such as 0 and 1.The advantage of the binary number 
system was that all types of data could be efficiently represented in terms of 0s and 1s basic 
electronics used a binary number system for the implementation of hardware for could be 
efficiently or conveniently operated on two distinctly different modes. A bipolar transistor may 
be operated either cut–off or in saturation very efficiently. 

For example, 110101 is a binary number. 

3. Octal number system: 

The octal number system has a base is 8. It uses number notation from 0 to 7 to represent the 
number. Octal numbers are used in computer applications. The octal number has a radix of 8 and 
it used eight distinct digits. All higher-ordered numbers are represented as a combination of these 
as the same pattern followed in the case of decimal and binary number systems. The independent 
digits of the octal number system are 0, 1,2,3,4,5,6,7. The next number follows 7 i.e. would 10, 
11, 12,13,14,15,16,17,20, and 21. The position of values for different digits in the octal number 
system is 8^0,8^1,8^2,8^3 and so on for the integer parts and the fractional parts 8 -̂1,8 -̂2,8 -̂3 
and so on. 

For example (215) with base 8. 

2*8^2+1*8^1+5*8^0 

=2*64+1*8+5*1 

= 128+8+5 

=141 with base 10. 

4. Hexadecimal number system:  

It has the base 16. it uses the notations from 0 to 9 and the numbers are represented using the 
alphabet from A, B, C, D, E, and F. the hexadecimal number system has radix-16 and the 
independent's radix of this system are 0,1,2,3,4,5,6,7,8,9, A, B, C, D, E, and F[4]–[6]. 

The hexadecimal number system includes a convenient way of expressing large binary numbers 
stored and operated inside the computer. One such example is representing an address of 
different memory locations the decimal number is not used in digital computers and the binary 
code notations here appear too cumbersome and inconvenient to handle. 
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For example, 412F is a hexadecimal number with a base of 16. 
 
Number system conversion: 

Binary-to-Decimal conversion: the decimal equivalent to the binary number (1001.01021)2 is 
determined as follows: 

Integer part = 1001 

The decimal equivalent = 1*2^3+0*2^2+0*2^1+1*2^0 = 8+0+0+1 = 9 

For fractional part = 0*2 -̂1+1*2 -̂2+0*2 -̂3+1*2 -̂4 = 0+0.25+0+0.0625 = 0.3125 
The decimal equivalent of a binary number (1001.01010)2 =(9.3125)10 

Octal to decimal conversion: the decimal equivalent of the octal number (137.21)8is determined 
as follows: 
The integer part = 137 
The decimal equivalent = 1*8^2+3*8^1+7*8^0 = 64+24+7 = 9 
Fractional part = .21 = 2*8 -̂1+1*8 -̂2 = 0.265 

(137.21)8 = (95.265)10 

Hexadecimal to decimal conversion: (1E0.2A)16 = (              )10 

Integer part = 1E0 = 1*16^2+14*16^1+ 0*16^0 = 256+224+0 = 480 
Fractional part = 2*16 -̂1+ 10*16 -̂2 = 0.164 
(1E0.2A)16 = (480.164)10 

Decimal to Binary conversion:  Convert the decimal number 112 into a binary number (Table 
1.1). 

Table 1.1:Decimal to binary conversion 

Division The Remainder (R) 

112 / 2 = 56 0 

56 / 2 = 28 0 

28 / 2 = 14 0 

14 / 2 = 7 0 

7 / 2 = 3 1 

3 / 2 = 1 1 

1 / 2 = 0 1 

Now, write the remainder from Downward to up (in reverse order), that is 1110000 which is an 
equivalent binary number of decimal integers 112. 

(112)10 = (1110000)2 

For the fractional part: Convert the decimal fractional number 0.8125 into a binary number.write 
these resultant integer parts from upward to downward, this will be 0.11010 which is the 
equivalent binary fractional number of decimal fractional 0.8125. 
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(0.81215)10 = (0.11010)2 

DECIMAL TO OCTAL CONVERSION (TABLE 1.2): 

 Table 1.2:Conversion (7562)10 to octal: 

Division 
by 8 

Quotient 
(integer) 

Remainder 
(decimal) 

Remainder 
(octal) 

Digit 
# 

7562/8 945 2 2 0 

945/8 118 1 1 1 

118/8 14 6 6 2 

14/8 1 6 6 3 

1/8 0 1 1 4 

It counts the remainder in octal from downward to upward 

(7562)10 = (16612)8 

For the fractional part: Convert the decimal fractional number 0.140869140625 into an octal 
number (Table 1.3). 

Table1.3:  Conversion of decimal fraction into octal 

Multiplication Resultant integer part 

0.140869140625 x 
8=0.12695313 

1 

0.12695313 x 8=0.01562504 1 

0.01562504 x 8=0.12500032 0 

0.12500032 x 8=0.00000256 1 

0.00000256 x 8=0.000020544 0 

 

This will be approximately 0.11010 which is an equivalent octal fractional number of decimal 
fractional 0.140869140625. 

DECIMAL TO HEXADECIMAL: 

For the integer part: Convert 756210 to hexadecimal (Table 1.4 and Table 1.5) 

Table1.4: Decimal to hexadecimal conversion 

Division 
by 16 

Quotient 
(integer) 

Remainder 
(decimal) 

Remainder 
(hex) 

Digit 

7562/16 472 10 A 0 



 
6 Digital Electronics 

472/16 29 8 8 1 

29/16 1 13 D 2 

1/16 0 1 1 3 

So counting the hexadecimal remainder from bottom to top 

(7562)10 = (1D8A)16 

Table 1.5: Conversion of decimal fraction into Hexa decimal 

 Fractional part Real part 

0.65625 x 16 0.5 10 = A 

0.5 x 16 0.0 8 

 

The fractional part becomes 0 here, we completed the conversion.  If we count the real part from 
top to bottom, we will obtain the number in hexadecimal. 

(0.65625)10 = (0.A8)16 

Floating point numbers: floating point notations are used efficiently to express both large as 
well as small fractional numbers. This makes the procedure of arithmetic operations on these 
values relatively much easy. Floating point representation increases the range of the numbers, 
from smaller to higher, that could be expressed using given values of digits. Floating points 
numbers can be represented in the form 

N = m x be 

Where m is the fractional part, known as significant or mantissa, e is the integer part called 
exponent, and b is the base of the number. 

Decimal number system 

N = m x 10e 

Binary number system 

N = m x 2e 

Octal number system 

N = m x 8e 

Hexa decimal number system 

N = m x 16e 

For example: 

Decimal numbers 0.0003574 and 3754 will represent floating point notations as 3.754 x 10-4 and 
3.754 x 103. 
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Hexadecimal number 257.ABF representas 2.57ABF x 162. 

Range of numbers and precision:  the range of numbers that could be expressed in any 
machine depends on the number of bits in the exponent, while the fractional accuracy and 
precision are determined by the number of bits in the mantissa. The number higher in the bits in 
the exponent, the larger the range of the number that could be expressed. 

The four Axioms: the conversion of a given number in one number system to it is equivalent in 
other systems have been discussed at length in the preceding sections. The methodology has 
been illustrated to solve examples. The complete methodology can be summarized as four 
axioms or principles, which, if understood properly, could make it possible to solve any complex 
problem. 

Binary addition:  binary addition is much similar to the addition of decimal numbers including 
the addition of 10 alternative values, it carries two values only. 

For example, as we add two decimal numbers 9 +5 the answer is 14, so we can write the result 
by two digits 1 and 4. Similar binary addition is done (Table 1.6). 

Table1.6: Binary addition table 

A B A+B Carry 

0 0 0 0 

0 1 1 0 

1 0 1 0 

1 1 0 1 

 

Binary subtraction: In subtraction, this is the primary method. In this method, ensure that the 
subtracting number must be from a larger number to a smaller one (Table 1.7). 

Table 1.7: Binary subtraction table 

A B A-B Borrow 

0 0 0 0 

0 1 1 1 

1 0 1 0 

1 1 0 0 

 

1’s and 2’s complement of Binary number (Table 1.8): 
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Table 1.8:  1’s and 2’s complement of the binary number. 

Parameters 1’s Complement Representation 2’s Complement Representation 

Process of 

Generation 

To generate a 1’s complement for any 
given binary number, you only need to 
invert that number. 

To generate a 2’s complement for any 
given binary number, you need to invert 
it. Then you need to add 1 to the LSB 
(Least Significant Bit) of the generated 
result. 

Example For a binary number like 110010, the 
1’s complement would be 001101. 

For a binary number like 110010, the 
2’s complement would be 001110. 

Logic Gates 

Used 

It is a very simple type of 
implementation that makes use of the 
NOT gate for every bit of input. 

It makes use of the BOT gate for every 
bit of input, along with a full adder. 

Number 

Representation 

You can use the 1s in case of a signed 
binary representation. Still, you cannot 
use it as an ambiguous representation in 
the case of the number 0. 

You can use the 2’s in case of a signed 
binary representation. It is also the most 
suitable in the form of an unambiguous 
representation of all the available 
numbers. 

K-bits Register In the case of a k-bits register, it can 
store the lowest negative number as -
(2(k-1)-1) and the largest positive 
number as (2(k-1)-1). 

In the case of a k-bits register, it can 
store the lowest negative number as -
(2(k-1)) and the largest positive number 
as (2(k-1)-1). 

Representation 
of 0 

The number 0 has two major 
representations- one is +0 (for instance, 
0 0000 in a five-bit register), and the 
second one is -0 (for instance, 1 1111 in 
a five-bit register). 

The number -0 has a single 
representation for both +0 and -0 (for 
instance, 0 0000 in a five-bit register). 
Here, we always consider the zero to be 
positive. 

Sign Extension We need to use the sign extension for 
the conversion of any signed integer 
from a given sign to another one. 

In this case, too, we need to use the sign 
extension. It converts any signed integer 
from a given sign to another one. 

End-Around-

Carry-Bit 

In the case of a 1’s complement 
arithmetic operation, there occurs an 
addition of the end-around-carry-bit. We 
add it to the result’s LSB. 

In the case of a 2’s complement 
arithmetic operation, no addition 
of end-around-carry-bit occurs. It 
ignores this addition. 

Ease of 
Operation 

The complement arithmetic operations 
of 1’s type are not easier than the 2’s 
type because they always need to 
add end-around-carry-bit. 

The complement arithmetic operations 
of the 2’s type are much easier to 
operate than the 1’s type because they 
lack the addition of an end-around 
carry-bit. 
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Signed binary number:  signed binary number is much the same as the binary number system 
which includes the negative number.  It requires an arithmetic sign. The MSB (Most Significant 
Bit) represents the sign bit. 

It the sign bit of the binary number is zero, the signed number is positive, otherwise the signed 
number is negative (Table 1.9)[7]–[9]. 

Table 1.9: Signed binary number: 

Binary Decimal Signed 
binary 

NA -3 100 

NA -2 101 

NA -1 110 

0 0 000 

001 1 001 

010 2 010 

011 3 011 

 

Unsigned binary number: unsigned binary numbers include positive numbers. It does not 
require any arithmetic sign. an m-bit unsigned binary number expressed all numbers in the range 
0 to 2m-1. 

A number system is a method of representing the value or quantity of measured physical objects 
in terms of numbers. Also, we study different types of the number system we used in the logical 
operation of a digital computer system such as – binary, decimal, octal, and hexadecimal. We 
study about conversion of one form of the number system to another number system and the 
rules, and laws of the number system[10]. 
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CHAPTER 2 

BOOLEAN ALGEBRA 
Mr. M.Sashilal, Associate Professor 

Department of Electrical Engineering, Jaipur National University, Jaipur, India 
Email Id-msashilal@jnujaipur.ac.in 

 

Boolean algebra is the type of algebra in mathematical logic in which the variable’s values are 
the truth values, true and false, and denoted by binary expression code 1 for high and 0 for low 
respective. It is used to analyze and solve digital circuits or digital gates. It is also called Binary 
Algebra, and logical Algebra. It has been fundamental in the development of digital electronics 
and is provided for in all modern programming languages. It is also used in statistics and digital 
electronics flip-flops. The most important mathematical logical operations performed in Boolean 
algebra are conjunction (∧), disjunction (∨), and negation (¬). Hence, this algebra is very 
different from elementary algebra in maths where the values of variables are numerical and 
arithmetic operations like addition, and subtraction is been performed for solving the given 
problem[1]–[3]. 

Boolean algebra was first introduced by George Boole in his,” The Mathematical Analysis of 
Logic (1847)” and set forth more fully in his An Investigation of the Laws of 
Thought (1854). According to Huntington, the term "Boolean algebra" was first suggested 
by Sheffer in 1913, although Charles Sanders Peirce gave the title "A Boolean Algebra with One 
Constant" to the first chapter of his "The Simplest Mathematics" in 1880. Boolean algebra has 
been fundamental in the development of digital electronics and is provided for in all 
modern programming languages. It is also used in set theory and statistics. 

 Laws of Boolean algebra: Boolean algebra has 6 types of laws. 

1. Commutative law: (A.B = B.A), (A + B = B + A) 

2. Associative law: (A.B).C = A.(B.C),  A+(B+C) = (A+B) + C 

3. Distributive law: A.(B+C) = (A.B)+(A.C), (A+B).C = (A.C)+(B.C) 

4. AND Law: A.0 = 0, A.1 = A, A.A = A 

5. OR Law: A+0 = A, A+1 = A, A+A =A 

Boolean algebra Terminology:  

Let’s study the important terminologies used in Boolean algebra. 

Boolean algebra: Boolean algebra is the branch of algebra that deals with logical operations and 
binary code variables such as statements TRUE or FALSE, and uses 1 for high or 0 for low. 

Boolean Variables: A Boolean variable is defined as a variable or a symbol, generally an 
alphabet that is used to express the logical operation quantities such as 0 or 1. 

Boolean Function: A Boolean function that is used binary code variables, logical operators, 
constants such as 0 and 1, equal to the operator, and the parenthesis symbols is known as a 
Boolean function. 
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Literal: A literal may be defined as a variable or a complement of a variable is called Literal. 

Complement: The complement is defined as the inverse of a variable, which is expressed by a 
bar over the variable. 

Truth Table: The truth table is a table that includes all the possible values of logical operation 
variables and the combination of the different logical operation variables. It converts the Boolean 
algebra operational equations into a truth table. The number of rows in a truth table should be 
equal to 2n, where “n” is the number of variables in the equation. For example, if a Boolean 
equation has 4 variables, then the number of rows in the truth table is 16. (i.e.,) 24 = 16, as shown 
in Table 2.1. 

Table 2.1: Boolean algebra operation  

A B A ∧ B A ∨ B 

True True True True 

True False False True 

False True False True 

False False False False 

 

Boolean algebra rules:  the most important rules used in Boolean algebra are expressed below; 

1. The variables used in Boolean algebra can have only two values. Binary code used 1 for high 
and 0 for low. 

2. The complement of a variable in Boolean algebra is expressed by an overbar. 
3. OR operation of the variables is expressed by plus (+) sign between the variables. 

For example, or operation of the variables A, B, and C is expressed as A+B+C. 

4. The logical AND operation of two or more variables is represented by a dot (.) between the 
variables. Such as A.B.C 

Boolean algebra operations: following are the basic operation performed by Boolean algebra 
(Table 2.2); 

1. Conjunction or AND operation 
2. Disconjunction or OR operation 
3. Negation or NOT operation 

Table 2.2: Boolean algebra operation  

Operator Symbol Precedence 

NOT ‘ (or)  ¬ Highest 

AND . (or)  ∧ Middle 

OR + (or) ∨ Lowest 
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1. A conjunction B or A AND B, performed A∧B =True if A = B = True or else A∧B = 

False. 
2. A disjunction B or A OR B, performed A∨B = False if A = B = False, else A∨B = True. 
3. Negation A or ¬A satisfies¬A = False if A = True and ¬A = True if A = False. 

 
Boolean expression: A Logical operation or statement is expressed as the result of a Boolean 
value, either true or false, which is known as a Boolean expression. Sometimes, we used to 
express statements such as ‘yes’ for ‘True’ and ‘No’ for ‘False’. Also, we expressed that 1 and 0 
are used by digital circuits for True and False respectively. Boolean expressions are the results or 
statements of the logical operators, which are used in the logical operation. I.e. AND, OR, XOR, 
and NOT. The statement of operation X AND Y =True, is a Boolean expression. 
 
Boolean algebra theorems: The two most important Boolean algebra theorems are De 
Morgan’s First law and De Morgan’s second law. These theorems are used to modify the 
Boolean expression of logical operation. These theorems are used to help to modify the given 
Boolean expression in the simplified form. These two De Morgan’s laws are used to modify the 
expression from one form to another form. Now, let us discuss the theorems in detail. 

De Morgan’s First Law: states that “the complement of the product of the two variables A and 
B is equal to the sum of their complements of variables”, as shown in Table 2.3[4]–[6]. 

i.e.  (A.B)’ = A’+B’. 

Table 2.3: Morgan’s first law 

A B A’ B’ (A.B)’ A’+B’ 

0 0 1 1 1 1 

0 1 1 0 1 1 

1 0 0 1 1 1 

1 1 0 0 0 0 

 

Hence, (A.B)’ = A’ + B’ proved. 

De morgan’s second law: States, “that the complement of the sum of variables o is equal to the 
product of their complements of a variable” (Table 2.4). 

i.e.  (A + B)’ = A’.B’ 

Table 2.4: de morgan’s second law  

A B A’ B’ (A+B)’ A’.B’ 

0 0 1 1 1 1 

0 1 1 0 0 0 
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1 0 0 1 0 0 

1 1 0 0 0 0 

 

Hence, (A +B)’ = A’.B’. 

Logic gates: logic gates are the most basic building block of any digital computing device. Logic 
gates are electronic circuits that can be used to implement basic logic operations. Laws of 
Boolean algebra could be used to implement binary code variables and solve logic expressions. 
These are implemented in a digital computer system with the help of electronic circuits known as 
logic gates. 

OR gate: an OR gate is a logic circuit that uses two or more inputs and gives one output.An OR 
gate is performing the OR operation on two or more two logic variables. If two logic variables.  
A and B perform the OR operation, Then the output of the operation represented by Y is written 
as Y = A+B. It is read Y is equal to A OR B, not A plus B. when both inputs of the gate are low 
(i.e. 0), then the output of the OR gate is low (Table 2.5 and Table 2.6). If anyone of the inputs is 
high (i.e. 1), then the output of the gate is high (Figure 2.1).  

Y= A+B 

 

 

Figure 2.1: OR gate 

Table 2.5:  Truth table of OR GATE 

A B Y= A+B 

0 0 0 

0 1 1 

1 0 1 

1 1 1 

If we use three variables A, B, and C, then the output Y= A+B+C 

Table 2.6: Truth of OR GATE 

A  B C Y= A+B+C 

0  0 0 0 

0  0 1 1 
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0  1 0 1 

0  1 1 1 

1  0 0 1 

1  0 1 1 

1  1 0 1 

1  1 1 1 

 

AND gate:  an AND gate is a logic circuit using two or more variables as input and giving one 
output (Table 2.7). The output of an AND gate operation is high when both inputs are high. If 
anyone of the inputs is low then the output of the operation is low (Figure 2.2). 

Y = A.B 

 

Figure 2.2: AND gate 

Table 2.7: Truth Table of AND Gate 

A B Y= A.B 

0 0 0 

0 1 0 

1 0 0 

1 1 1 

NOT gate:  NOT gate is a single input and single output logical circuit (Table 2.8). The output 
of the gate is the complement of the input. If the input is low the output is high and if the input is 
high then the output of the operation is low i.e. Y = complement of A = A’. 

Table 2.8: the truth of  NOT gate 

A Y =  A’ 

0 1 

1 0 

XOR Gate:  Exclusive – OR gate is two input and one output logical circuit. XOR is a 
digital logic gate that gives a true (1 or HIGH) output when the number of true inputs is odd 
an XOR represents the inequality function, i.e., the output is true if the inputs are not alike 
otherwise the output is false (Table 2.9).    
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i.e.  Y = A ⊕ B 
      Y= (A' B+AB') 

Table 2.9:  XOR gate 

A B Y = A ⊕⊕⊕⊕ B 

0 0 0 

0 1 1 

1 0 1 

1 1 0 

NAND Gate:  NAND is the combination of   NOT and AND Gate an AND gate followed by a 
NOT logic circuit (Table 2.10). The output of the AND gate is the product of variable A.B and it 
is the input of the NOT gate. The output of the NOT gate is the complement of the product 
(A.B).  

Y = Complement of the product (A.B) = (A.B)’ 

Table 2.10:  Truth Table of NAND gate 

 

Nor gate: NOR gate is also a logical circuit. It is the combination of NOT – OR gate. When both 
inputs of the gate are low, the output of this logic is high, otherwise, the output is low (Table 
2.11). 

Y= (A+B)’ 

Table 2.11: Truth NOR gate 

A B Y = (A+B)’ 

0 0 1 

0 1 0 

1 0 0 

1 1 0 

XNOR Gate: XNOR is a logical circuit that is the complement of the output of the XOR gate 
(Figure 2.3). It is the combination of XOR and NOT gate (Table 2.12).   Y = (A ⊕ B)’ 
                                                                       Y= (A' B+AB')’ 
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Figure 2.3: XNOR gate 

Table 2.12: Truth Table of XNOR gate 

A B Y= (A ⊕⊕⊕⊕ B)’ 
 

0 0 1 

0 1 0 

1 0 0 

1 1 1 

 

MINTERM AND MAXTERM: THERE ARE TWO METHODS IN WHICH WE COULD 
PLACE THE BOOLEAN FUNCTION. THE METHODS ARE THE MINTERM CANONICAL 
FORM AND MAXTERM CANONICAL FORM. 

Literal:  A Literal mark the Boolean variables with their complements. For as X is a boolean 
variable and the complements of X are ~X or X', That is also called the literals. 

Minterm: The product of all literals, either with complement or without complement, is known 
as minterm. 

Karnaugh map method (K-map method): The K-map is a systematic method of solving Boolean 
expressions. With the help of the K-map method, we can find the easier POS and SOP 
expression, which is known as the minimum expression. The K-map provides a cookbook for 
simplification. 

Just like the truth table, a K-map contains all the possible values of input variables and their 
corresponding output values. However, in K-map, the values are stored in cells of the array. In 
each cell, a binary value of each input variable is stored[7]–[10]. 

The K-map method is used for representing containing two or more variables. For a higher 
number of variables, there is another method used for simplification called the Quine-McClusky 
method. In the K-map, the number of cells is the same as the total number of variable input 
combinations. 

For example, if the number of variables is two, the number of cells is 22=4, and if the number of 
variables is three, the number of cells is 23. The K-map takes the SOP and POS forms. The K-
map grid is filled using 0's and 1's. The K-map is solved by making groups.  

In this chapter, we study Boolean algebra, the laws, and the operations used in Boolean algebra. 
We also learn about different types of logic gates and how these are working in logical 
operations.  At last, we study the introduction Karnaugh map (K-map method). 
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In this chapter, we will study combinational function minimization procedures.  The laws and 
theorems of Boolean algebra studied in the previous chapter for simplifying or more accurately 
with precision minimizing complex Boolean logical operation expressions. The prime objective 
of the minimization process is to acquire an expression that has the least number of terms. 
Gaining an expression with the least possible number of literals is generally the minor objective. 
If there is more than one possible solution with a similar number of terms, the one having the 
least number of literals is special. 

The methods to be discussed comprise (a) the Quine–McCluskey tabular method; (b) the 
Karnaugh map method. 

Before we move on to argue this minimization method in detail, it would be applicable briefly to 
describe sum-of-products and product-of-sums Boolean expressions. The given Boolean look 
will be in also the two forms, and the objective will be to discover a minimized appearance in the 
similar or the former form. 

Sum-of-Products Boolean Expressions: A sum-of-products expression holds the sum of 
dissimilar terms, with individual terms being each a single literal or a product of more than one 
literal. It can be found from the truth table straight by allowing for those input arrangements that 
produce a logic ‘1’ at the output. Each such input arrangement produces a term. Different terms 
are given by the product of the consistent literals. The sum of all terms contributes to the 
expression[1]–[3].  

Y= A’.B’.C’ + A’.B.C+A.B’.C + A.B.C’ 

Considering the initial term, the output is ‘1’ when A = 0, B = 0, and C = 0. This is likely only 
when A, B, and C are ended. Also, for the second term, the output is ‘1’ only when B, C, and An 
area AND. Additional terms can be explained similarly. A sum-of-products expression is also 
known as a minterm expression (Table 3.1). 

Table 3.1: Sum-of-Products Boolean Expressions 

A B C Y 

0 0 0 1 

0 0 1 0 

0 1 0 0 

0 1 1 1 

1 0 0 0 
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1 0 1 1 

1 1 0 1 

1 1 1 0 

 

Product-of-Sums Expressions: A product-of-sums expression comprises the product of 
dissimilar terms, with each term being a single literal or a sum of additional than one literal. It 
can be found from the truth table by seeing those input combinations that yield a logic ‘0’ at the 
output. Each such input combination provides a term, and the product of all such terms provides 
the expression. Unlike terms are gotten by taking the sum of the resultant literals. Here, ‘0’ and 
‘1’ correspondingly mean the uncomplemented and complemented variables, unlike sum-of-
products expressions where ‘0’ and ‘1’ respectively mean complemented and uncomplemented 
variables. 

To illuminate this additional, consider once again the truth table given above. As respectively 
term in the case of the product-of-sums expression is going to be the sum of literals, this involves 
that it is working to be executed using an OR operation. Now, an OR gate produces a logic ‘0’ 
only after all its inputs are in the logic ‘0’ state, which means that the first term resultant to the 
second row of the truth table will be A+B+C’.  The product-of-sum Boolean expression for this 
truth table is given by (A+B+C’). (A+B’C). (A+B+C). (A’+B’+C’). 

 Transforming the expected product-of-sums expression into an equal sum-of-products 
expression is a direct process. Multiplying out the particular expression and carrying out the 
understandable explanation delivers the equivalent sum-of-products expression:  

(A+B +C’).(A+B’+C).(A’+B+C).(A’+B’+C’) =  
(A.A+A.B’+A.C+B.A+B.B’+B.C+C’.A+C’.B’+C’.C).(A’.A’+A’.B’+A’C’+B.A’+B.B’+B.C’+C
.A’+C.B’+C.C’) 

(A+B.C+B’.C’).(A’+B.C’+C.B’) = A.B.C’+A.B’.C+A’.B.C+A’.B’.C’ 

A given sum-of-products expression can be changed into an equivalent product-of-sums 
expression by (a) taking the double of the given expression, (b) multiplying available dissimilar 
terms to become the sum-of-products form, (c) eliminating redundancy and (d) taking a dual to 
get the corresponding product-of-sums expression. As an illustration, let us discover the 
corresponding product-of-sums expression of the sum-of-products expression: 

A.B +A’.B’ 

The dual of the given expression = (A+B).(A’+B’); 

(A+B).(A’+B’) = A.A’+A.B’+B.A’+B.B’= 0+A.B’+B.A’+0 =A.B’+A’.B 

The dual of (A.B’+A’.B) = (A+B’).(A’+B) 

Theefore,     A.B + A’.B’ = (A+B’).(A’+B) 

Expanded Forms of Boolean Expressions:  Extended sum-of-products and product-of-sums 
forms of Boolean expressions are valuable not only in considering these expressions but also in 
the bid of minimization techniques like the Quine–McCluskey tabular method and the Karnaugh 
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mapping technique for simplifying specified Boolean expressions. The extended form, sum-of-
products or product-of-sums, is found by comprising all likely combinations of disappeared 
variables. As a design, deliberate the succeeding sum-of-products expression: 

 A.B’ + B.C’ +A.B.C’ +A’.C 

 This one is a three-variable expression. Extended versions of dissimilar minterms can be written 
as follows:  

i. A.B’ = A.B’(C +C’) = A.B’.C +A.B’.C’ 
ii. B.C’ = B.C’(A+A’) = B.C’.A+B.C’.A 

iii. A.B.C’ is a comprehensive term and has no lost variable. 
iv. A’.C = A’.C.(B +B’) = A’.C.B +A’.C.B’. 

 The delayed sum-of-products expression is therefore given by 

A.B’.C+A.B’.C’+A.B.C’+A’.B.C’+A.B.C’+A’.B.C+A’.B’.C= 
A.B’.C+A.B’.C’+A.B.C’+A’.B.C’+A’.B.C+A’.B’.C 

 As an additional illustration, study the product-of-sums expression  

(A’+B).(A’+B+C’+D’) 

 This is a four-variable expression with A, B, C, and D being the four variables. A+B in this case 
extends to (A’+B+C+D).(A’+B+C+D’).(A’+B+C’+D).(A’+B+C’+D’). 

 The extended product-of-sums expression is then assumed by  

(A’+B+C+D).(A’+B+C+D’).(A’+B+C’+D).(A’+B+C’+D’).(A’+B+C’+D’) 

= (A’+B=C+D).(A’+B+C+D’).(A’+B+C’+D).(A’+B+C’+D’) 

Canonical Form of Boolean Expressions: An extended form of a Boolean expression, where an 
individual term comprises all Boolean variables in their true or complemented form, is similarly 
known as the canonical form of the expression. As an illustration, f (A.B. C ) = A’.B’.C’ + 
A’.B’.C + A.B.C is a Boolean function of three variables stated in canonical form. This 
function's later explanation decreases to A’.B’ +A.B.C and misses its canonical form. 

Quine–McCluskey Tabular Method: The Quine–McCluskey tabular method of generalization 
is founded on the complementation theorem, which says that 

X.Y +X.Y’ = X 

 Where X signifies either a variable or a term or an expression and Y is variable. This theorem 
indicates that, if a Boolean expression comprises two terms that vary only in one variable, then 
they can be joint together and substituted with a term that is lesser by one literal. A similar 
process is functional for the other sets of terms somewhere such a decrease is possible. All these 
terms condensed by one literal are further studied to see if they can be condensed more. The 
process remains till the terms become complicated. The complex terms are called prime 
implicants. An optimal set of prime implicants that can justification for all the original terms then 
creates the minimized expression. The system can be functional equally well for minimizing 
sum-of-products and product-of-sum expressions and is mainly useful for Boolean functions 
needing more than six variables as it can be computerized and run on a computer. On the other 
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hand, the Karnaugh mapping method, to be discussed later, is a graphical method and develops 
very bulky when the number of variables exceeds six. The step-by-step process for the 
application of the tabular method for minimizing Boolean expressions, both sum-of-products, 
and product-of-sums, is defined as follows: 1. The Boolean expression to be basic is extended if 
it is not in extended form. 2. Dissimilar terms in the expression are separated into sets depending 
on the number of 1s they have. True and complemented variables in a sum-of-products 
expression mean ‘1’ and ‘0’ respectively[4]–[6]. 

Sum of Product (SOP): A canonical sum of products is a boolean expression that completely 
contains minterms. The Boolean function F is definite on two variables X and Y. The X and Y 
are the inputs of the boolean Expression F whose output is true when any one of the inputs is set 
to true. The truth table for Boolean expression F is as follows (Table 3.2 and Table 3.3):  

Table 3.2: Sum of Product 

X Y F 

0 0 0 

0 1 1 

1 0 1 

1 1 1 

Table 3.3: Sum of Product 

X Y F Minterm value 

0 0 0 X’Y’ 

0 1 1 X’Y 

1 0 1 XY’ 

1 1 1 XY 

 

Convert SOP to shorthand notation: The procedure of exchanging SOP form for shorthand 
notation is similar to the procedure of finding shorthand notation aimed at minterms. Here are the 
succeeding stages to find the shorthand notation of the assumed SOP expression. 

1. Write the specified SOP expression. 

2. Find the shorthand notation of all the minterms. 

3. Substitute the minterms with their shorthand notations in the specified expression. 

Example: F = A’B + AB’ + AB 

We determine the shorthand notations of the minterms A’B, AB’, and AB. 

A’B = (01)2 = x1 

AB’ = (10)2 = x2 
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AB = (11)2 = x3 

F = x1+ x2+ x3 

F=∑(1 2 3) 

F = x1+ x2+ x3 

F = 01+10+11 

F = x’y+xy’+ xy 

Product of sum (POS):A canonical product of sum is a boolean expression that contains max 
terms. The Boolean function F is well-defined on two variables A and B. The A and B of the 
boolean function F whose output is true when only one of the inputs is set to true. The truth table 
is the inputs for Boolean expression F is given below (Table 3.4 and Table 3.5): 

Table 3.4: Product of sum 

A B F 

0 0 0 

0 1 1 

1 0 1 

1 1 0 

Table 3.5: Product of sum 

A B F MINTERM 

0 0 0 A’+B’ 

0 1 1 A’+B 

1 0 1 A+B’ 

1 1 1 A+B 

 

F = (A’+B’).(A+B) 

A’+B’ = (00)2 = M0 

A+B = (11)2 = M3 

F= M0. M3 

Conversion between Canonical forms:  we already study about SOP (sum of product) and POS 
(product of sum) expressions and calculated POS and SOP forms for dissimilar Boolean 



 
24 Digital Electronics 

functions. In this section, we will study how we can signify the POS form in the SOP form and 
the SOP form in the POS form. 

For changing the canonical expressions, we have to modify the symbols ∏, ∑. These signs are 
improved when we list out the index numbers of the equations. From the unique form of the 
calculation, these directories numbers are accepted. The SOP and POS forms of the boolean 
function are dual to each other. 

The subsequent steps are using which we can easily change the canonical forms of the equations: 

1. Modification of the operational symbols used in the equation, such as ∑, ∏. 

2. Practice Duality's De-Morgan's standard to write the indexes of the terms that are not 
accessible in the assumed form of an equation or the index numbers of the Boolean function. 

Conversion of pos to sop form: For changing the SOP form from the POS form, we have to 
modify the symbol ∏ ∑. Later, we mark the numeric tables of lost variables of the supposed 
Boolean function. 

Here are the following stages to change the POS function F = Π a, b, c (2, 3, 5) = AB'C' + AB’C 
+ ABC' into SOP form: 

1. In the first step, we convert the operational sign to Σ. 

2. Next, we find the lost indexes of the terms, 000, 110, 001, 100, and 111. 

3. Lastly, we mark the product form of the noted terms. 

Conversion of sop to pos form: For changing the POS form of the assumed SOP form 
expression, we will modify the symbol ∏ ∑. Later, we will write the numeric indexes of the 
variables which are lost in the boolean function. 

There are the ensuing steps used to exchange the SOP function F = ∑ A, B, C (0, 2, 3, 5, 7) = A' 
B' C' + A B' C' + A B' C + ABC' + ABC into POS: 

1. In the initial step, we convert the operational sign to ∏. 
2. We find the misplaced indexes of the terms, 001, 110, and 100. 
3. We mark the sum form of the noted terms. 

Conversion of sop to standard sop form: For receiving or converting the standard SOP form of 
the assumed non-standard SOP form, we will add all the variables in respective product terms 
that do not have all the variables. By consuming the Boolean algebraic law, (A + A' = 0) and by 
following the beneath steps we can simply change the normal SOP function into standard SOP 
form. 

1. Multiply each non-standard product term by the sum of its misplaced variable and its 
complement. 

2. Recap step 1, till all subsequent product terms, comprise all variables 

3. For a separately misplaced variable in the function, the total of product terms doubles. 

Conversion of pos form to standard pos form: For the attainment of the standard POS form of 
the assumed non-standard POS form, we will add all the variables in respective product terms 
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that do not have all the variables. By intense the Boolean algebraic law (x * x' = 0) and by 
succeeding in the below steps, we can simply convert the normal POS function into a standard 
POS form. 

1. By adding each non-standard sum term to the product of its absent variable and its 
complement, which affects 2 sum terms 

2. Relating Boolean algebraic law, a + b c = (a + b) * (a + c) 

3. Repeating step 1, till all resulting sum terms comprise all variables. 

Karnaugh Map Method: A Karnaugh map is a graphical representation of the logic system. 
This container is drawn directly from moreover minterm (sum-of-products) or maxterm 
(product-of-sums) Boolean expressions. Illustration of a Karnaugh map from the truth table 
comprises an extra step of writing the minterm or maxterm expression dependent upon whether it 
is anticipated to have a minimized sum-of-products or a minimized product-of-sums expression. 

The K-map is a methodical technique for simplifying Boolean expressions. With the support of 
the K-map method, we can discover the modest POS and SOP expression, which is known as the 
minimum expression. The K-map offers a cookery book for generalization[7]–[10]. 

An objective like the truth table, a K-map comprises all the likely values of input variables and 
their consistent output values. However, in K-map, the values are kept in cells of the array. In 
each cell, a binary value of each input variable is put in storage. 

The K-map method is used for expressions comprising 2, 3, 4, and 5 variables. For a complex 
number of variables, there is an additional method used for generalization called the Quine-
McClusky method. In K-map, the amount of cells is like the total amount of variable input 
arrangements. For example, if the amount of variables is 4, the amount of cells is 24=16, and if 
the amount of variables is 6, the quantity of cells is 26. The K-map proceeds with the SOP and 
POS forms. The K-map grid is occupied using 0's and 1's. The K-map is explained by assembly 
groups. There are the following steps used to explain the expressions using K-map: 

1. First, we determine the K-map as per the number of variables. 
2. Determine the maxterm and minterm in the specified expression. 
3. Fill cells of K-map for SOP with 1 different to the minterms. 
4. Fill cells of the block for POS with 0 respective to the maxterm. 
5. Next, we make rectangular groups that comprise total terms in the power of two like 2, 4, 

8, and try to cover as many elements as we can in one collection. 
6. With the help of these collections, we determine the product terms and sum them up for 

the SOP form. 
2-Variable K-map:following is a 2-variable K-map. Here are two variables X and Y in the 2-
variable K-map. The following table is showing the construction of the 2-variable K-map (Table 
3.6): 

Table 3.6:  2-variable k-map 
X Y K-MAP 

0 0 M0 

0 1 M1 
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1 0 M2 

1 1 M3 

3- Variable K- map:There is a 3-variable K-map. In this case, we used A, B, and C for the 
variable. We can use any letter for the names of the variables (Table 3.7 and Table 3.8). 

Table 3.7:  3-variable k map 

 

A B C K-MAP 

0 0 0 A’B’C’ 

0 0 1 A’B’C 

0 1 0 A’BC’ 

0 1 1 A’BC 

1 1 0 ABC’ 

1 1 1 ABC 

1 0 0 AB’C’ 

1 0 1 AB’C 

Table 3.8:  4-Variable K-map: 

AB CD K-MAP 

00 00 A’B’C’D’ 

00 01 A’B’C’D 

00 11 A’B’CD 

00 10 A’B’CD’ 

01 00 A’BC’D’ 

01 01 A’BC’D 

01 11 A’BCD 

01 10 A’BCD’ 

11 00 ABC’D’ 

11 01 ABC’D 

11 11 ABCD 

11 10 ABCD’ 

10 00 AB’C’D’ 



 
27 Digital Electronics 

10 01 AB’C’D 

10 11 AB’CD 

10 01 AB’CD’ 

Don’t care condition: The "Don't care" condition speaks that we can use the blank cells of a K-
map to create a collection of the variables. To create a collection of cells, we can use the "don't 
care" cells as either 0 or 1, and if essential, we can similarly overlook that cell. We mostly use 
the "don't care" cell to create a huge collection of cells. 

The cross (×) symbol is used to signify the "don't care" cell in K-map. This cross symbol 
signifies an unacceptable combination. The "don't care" in excess-3 codes are 0000, 0001, 0010, 
1101, 1110, and 1111 because they are unacceptable combinations. Separately from this, the 4-
bit BCD to Excess-3 code, the "don't care" are 1010, 1011, 1100, 1101, 1110, and 1111. 
We can vary the standard SOP purpose into a POS expression by creating the "don't care" terms 
similar to what they are. 

The absent minterms of the POS form are written as max terms of the POS form. In a similar 
technique, we can modify the standard POS function into an SOP expression by assembling the 
"don't care" terms the similar as they are. The missing max terms of the SOP form are written as 
minterm of the SOP form. 

In this chapter, we will study the different techniques of simplification or minimization of 
combinational functions. We also learn about Quine–McCluskey tabular method and SOP, POS, 
and how to convert SOP to POS, From POS to SOP. We also study how to convert normal POS 
and SOP forms to standard POS and SOP forms. At last, we will study the Karnaugh map (K-
map) method and their specification. 
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Logic families are a collection of logic circuits which is based on the actual specification of 
elements (resistors and transistors etc.). Families are recognized by how the elements are 
associated and by the arrangement of the elements used. Logic circuits of a specific family can 
be interlocked without having to use extra circuits. On the other hand, the output of one logic 
circuit can be used as the input to another logic circuit. This structure is known as compatibility. 
All the circuits within a logic family will be compatible with the additional circuits inside that 
family. 

Digital logic is troubled with the interconnection between digital apparatuses and segments. The 
best-known design of a digital system is the general-purpose digital computer. Most digital 
circuits are created on a single chip, which is referred to as an integrated circuit (IC). 

Integrated circuits comprise a large quantity of interconnected arithmetical circuits within a 
solitary small package. Small-scale integration (SSI) and medium-scale integration (MSI) 
devices provide arithmetical functions and large-scale integration (LSI) devices offer 
comprehensive computer components. The compound digital functions can be realized by 
employing these elementary automated components in a variety of forms and each form is 
referred to as a logic family[1]–[3]. 

Logic circuits are typically artificial as integrated circuits (ICs) and bundled in dual inline 
packages (DIP). An electric circuit in a package is generally presented via standard logic 
symbols instead of specific modules such as transistors, diodes, and subsequently faraway. 
Several logic circuit groups or families have been introduced. They differ primarily in the 
methods for carrying out the logic and the coupling to the inverter stages. A logic family of 
arithmetical integrated devices is a group of microelectronic logical operation gates made 
employing one of the numerous dissimilar designs, frequently with compatible logic levels and 
power supply features inside a family. Several logic families were created as dissimilar elements, 
each comprising one or a rare connected basic logical function, which might be used as structure 
blocks to make methods or as so termed glue to interrelate more complex unified paths. 

A logic family might similarly be a collection of techniques used to tool logic within the VLSI 
Integrated circuits such as fundamental processors, memories, or alternative composite drives. 
Approximately such logic families use static methods to decrease design complications. 

Technologies: the gradient of packed assembly block logic families can be divided into 
categories, arranged here in roughly successive order of overview across with their typical 
reductions: 

Digital integrated circuit (IC): A chip is a small piece of semiconductor material. Utilizing 
advanced photographic, miniature circuits can be created on the surface of the chip. The finished 
network is so minor that you need a microscope to see the connection. The components such as 
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resistors, diodes, transistors, etc. are an integral part of the chip. Therefore, such a circuit is 
called an integrated circuit. 

Level of integration: digital ICs can be classified according to the number of gates on a chip, 
this is referred to as the level of integration (Table 4.1). 

Table 4.1:  IC Classifications 

IC Classification Number of gates on a chip 

Small scale integration (SSI) Less than 12 

Medium scale integration (MSI) 12 to 99 

Large scale integration (LSI) 100 to 999 

Very-large-scale integration (VLSI) 1000 to 9999 

Ultra large-scale integration (ULSI) 10000 or more 

 

Types of semiconductor digitals ic’s: there are two types of semiconductor digitals ic’s, as 
given below: 

1. Unipolar  
2. Bipolar  

Unipolar or bipolar ic’s are further sub-divided: 
Unipolar ic’s: PMOS, NMOS, CMOS. 
Bipolar ic’s: Saturated (RTL, DTL, TTL, IIL, HTL, DCT 
Unsaturated (ECL, Schottky TTL) 

Unipolar logic family: in unipolar logic families, unipolar devices are the key elements. 
MOSFET (Metal oxide semiconductor field effect transistor) is a unipolar device, in which the 
current flows because only one type of charge carries either electrons or holes. 

Bipolar logic family: transistors and diodes are bipolar devices, in which the current flow 
because both the charge carries electrons and holes. In bipolar logic families, transistors and 
diodes are used as the key element. 

 PMOS: P- channel MOSFET family 
 NMOS: N- channel MOSFET family 
 CMOS: Complementary MOSFET family 
 RTL: Resistor transistor logic 
 DCTL: Directly coupled transistor logic 
 IIL: Integrated injection logic 
 DTL: Diode transistor logic 
 HTL: High threshold logic  
 TTL: Transistor transistor logic 
 EML: Emitter-coupled logic 
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Characteristics of ICs: are given below: 

Propagation delay (speed): the propagation delay is defined as “the time required to change the 
output from one logic to another logic state after input is applied”. Manufactured specifies the 
speed of the digital family in terms of propagation delay. It is denoted by “tp” for example, the 
TTL logic family has tp = 10 ns. It means it takes 10 nano sec time to change the output from one 
state to another state. 

Practically propagation delay is calculated by measuring the two propagation delays: 
Tphl: delay required to change from high to low state (turn OFF delay). 
Tplh: delay required to change from low to high (turn ON delay). 
The higher the propagation delay, the lower the speed. Suppose 100 gates are connected in series 
and each is producing tp of 10ns then the total delay is 10 x 100 = 1000ns or 1ms. Effectively it 
lowers the speed of operation. 

Power dissipation: it is indirectly related to propagation delay. Low power dissipation is 
desirable because it generates less heat and therefore it avoids cooling, power supply, and cost 
problems. Low power dissipation means it should operate with minimum voltage and with the 
minimum current. The required current can be adjusted by increasing the resistance but it 
increases the time because T = R *C. manufactures specifics power dissipation “PD” in 
milliwatts (mW). For example, if a gate takes 2mA current and is operated with a +5v supply 
then its power dissipation per gate is calculated as  

Power dissipation = 2mA x 5v = 10 mW 

A figure of merit: this feature indicates the total performance or quality of a family. If the 
resistance of the circuit is increased to reduce the current or power dissipation then the 
propagation delay increases. Oppositely, if we reduce the propagation delay to make it faster by 
reducing the resistance then more current is drawn by the gate, which increases the power 
dissipation. Therefore both these characteristics, propagation delay, and power dissipation are 
expressed in terms of the figure of merit. it is defined as “ the product of propagation delay and 
power dissipation” of the gate. A figure of merit is measured in terms of “PJ” (Picojoules) 

A figure of merit = F.M = tp x PD = n-sec x mW = pJ 

Fan in – Fan Out: the capacity of driving loads of agate is expressed in terms of fan out. A fan 
is the “number of inputs to a gate”. Fan out is defined as “the maximum number of gates or loads 
from the same family, which are driven reliably”. Fan out is also known as the loading factor. In 
the case of TTL fan in and fan out the 10 that is a maximum of 10 TTL gates can be connected to 
the output terminal of a TTL gate[4]–[6]. 

Noise immunity (noise margin): the maximum noise voltage a device can withstand without 
making a false change in output. The noise may be an external signal generated by vehicle 
ignition, a signal generator. 

Operating temperature: manufacturer specifies the temperature range in which the devices 
operate properly. For industrial and consumer applications the temperature range is 0 to 70°C. 
For military applications, it is 55 to 125°C. In the case of TTL, it is for industrial and consumer 
applications.  
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Transistor as a switch: a circuit that can turn on/off current in an electrical circuit is stated to as 
a switching circuit and a transistor can be working as an electronic switch. Cut region off state 
both junctions are reverse biased, I,e, IC = 0 and V< O.7V. Saturation region on state IC = 
maximum and V> 0.7v (Figure 4.1). 

 

Figure 4.1: Transistor as switch 

Resistor Transistor logic (RTL): the simpleRTL device is NOR gate. The inputs signify either 
logic level high (1) or low (0). The logic level low is the voltage that determines corresponding 
transistors in the cut-off region, while the logic level high drives it into the saturation region. If 
both the inputs are low the transistors are in the cut-off region i.e. they are turned off. Thus 
voltage Vcc seems at output i.e. high. If also transistor or both of them are functional high input, 
the voltage Vcc drops across Rc and output is low (Figure 4.2). 

 

Figure 4.2: RTL using NOR gate 

Advantage of RTL: the prime benefit of RTL knowledge was that it elaborates the least number 
of transistors which was an important deliberation of earlier integrated circuit technology as 
transistors were the most exclusive module to produce. 

Disadvantage of RTL: The problems of RTL are the condition of humble noise margin, 
unfortunate fan-out capability, low speed, and great power dissipation. Owing to these unwanted 
characteristics, this family is currently outdated. 

Limitations: the boundary of RTL is its high current dissipation after the transistor conducts to 
overdrivethe o/p biasing resistor. That involves more current being supplied to and heat removed 
from RTL circuits.  
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Diode transistor logic (DTL): The diode transistor logic also named DTL substituted the RTL 
family since of greater fan-out capability and, more noise margin. DTL circuits mainly contain 
diodes and transistor that comprises DTL strategies (Figure 4.3). The simple DTL device is a 
NAND gate. Two inputs to the gate are functional through diodes D1 and D2. The diode will 
conduct only when the corresponding input is low. If any of the diodes are conducting when at 
least one input is low, the voltage at output keeps the transistor cut off, and subsequently, the 
output of the transistor is high. If all inputs are high all diodes are non-conducting transistor is in 
saturation and its output is low. 

 

Figure 4.3:  Transistor Transistor logic 

Transistor Transistor logic (TTL): TTL is the alteration of DTL. It has derived into existence 
to overcome the speed boundaries of the DTL family. the basis of TTL is the NAND gate (Figure 
4.4).  

 

Figure 4.4: Transistor Transistor logic 

 Q3 is limit acts similarly a high after outputting transistor Q4 is saturated and Q3is saturated as 
soon as output Q4 is high, consequently, one transistor is ON at one time. The grouping of Q3and 
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Q4 is called totem pole arrangements. The output impedance is asymmetrical among the high and 
low states, making them unsuitable for driving transmission lines. This drawback is usually 
overcome by buffering the outputs with the special line driver devices where signals need to be 
sent through cables.  

TTL disables the main problem related to DTL (Diode Transistor Logic), i.e., deficiency of 
speed. The involvement of a TTL circuit has continuously concluded the emitter(s) of the 
contribution transistor, which displays a low input resistance. The base of the input transistor, on 
the additional indicator, is linked to the VCC, which reasons the input transistor to permit a 
current of around 1.6 mA once the input voltage to the emitter(s) is logic '0'. Allowing a TTL 
input 'float' (left separate) will typically kind it goes to logic '1'. Though, such a state is weak to 
lost signals, which is why it is a respectable exercise to link TTL inputs to VCC with 1 k ohm 
pull-up resistors. 

Emitter coupled logic (ECL): ECL logic family implements the gates in disparity amplifier 
arrangement in which transistors are not ever determined in the saturation region thus improving 
the speed of the circuit to an excessive opportunity. The ECL family is the fastest of all logic 
families. Based on BJT (Bipolar junction transistor), but removes problems of the delay time by 
preventing the transistor from saturation. The process of ECL is actual fast-operated propagation 
delays of 1ns or less. It must have low noise immunity of about 0.2 – 0.25V. The input 
impedance is high and the output impedance is low, as an effect the transistors change states fast, 
the gate delay is low and the fanout capability is great (Figure 4.5). 

 

Figure 4.5: Emitter coupled logic 

Advantage of ECL: High-speed operation is probable and so is the wildest logic family.Since 
transistors are not permissible to arrive at saturation, which decreases the storage delay. Fan-
outcapability is great. 

 Amongst all logic families, ECL gates have the fastest speed subsequently their BJTs 
work in the active region. 
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 ECL must have an important advantage over CMOS substituting in that its input stage’s 
current-steering conduct (Q1 and Q2) organizes not similarly disturb the system. 

 While it expenses additional static electricity to achieve this noise presentation. 

 The outputs created by ECL gates are complimentary (OR-NOR). 

 The wired-OR purpose can be applied by coupling outputs. 

 Here are no current exchanging points in power supply lines and the properties of 
temperature on parameters are negligible. 

 A single chip might implement a great number of functions and its typical supply 
voltage is -5.2 V. 

The disadvantage of ECL: The main disadvantages of ECL are given below: 

 ECL gates are further exclusive than TTL gates. 

 It must have a particularly low noise margin (200 mV). 

 The highest power dissipation of any logic gates. 

 Its damaging supply voltage and logic stages are not feasible with other logic families 
(manufacture it exciting to use ECL associated with TTL and CMOS circuits). 

  To boundary with dissimilar logic families, level shifters are essential. 

 The loading limits of capacitors fan out. 

 The VLSI project is complex because ECL gates require the manufacture of resistors. 

 

Complimentary MOS (CMOS): It consumes considerably lower energy consumption 
compared to TTL and ECL. It has made portable electronics possible. It is the most widely 
used family because of large-scale devices. It combines high speed with less power 
consumption. It usually operates on a supply of 5-15V. CMOS has great noise immunity of 
about 30% of the operated voltage. It connected to a large number of gates about 50 gates. 
CMOS or Complementary Metal Oxide Semiconductor is a combination 
of NMOS and PMOS transistors that functions below the functional electrical field. The 
assembly of CMOS was originally industrialized for high-density and low-power logic gates. 
The NMOS and PMOS are the categories of Metal Oxide Semiconductor Field Outcome 
Transistors (MOSFET). The CMOS transistors are hand-me-down in several applications, such 
as amplifiers, switching circuits, logic circuits, Integrated circuit chips, microprocessors, etc. 
The position of CMOS in semiconductor knowledge is its low power dissipation and low 
working currents. Its industrial needs fewer steps as associated with the Bipolar Junction 
transistors[7]–[10]. 

Features of CMOS Logic Gates: The structures of CMOS Logic Gates are enumerated as 
follows: 

1. Concentrated cost as it needs quite a single power supply. 
2. Excessive logic swing. 
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3. Huge fan-out capability. 
4. Actual great noise margin. 
5. Minor propagation delay 
6. Great speed is associated with NMOS transistors. 
7. Minor power dissipation. 
8. Superb temperature stability. 
9. Lesser packaging density. 

Directly coupled transistor logic (DCTL): Transistorized digital circuits achieve the three 
logical purposes of AND (or NAND) gating, OR (or NOR) gating, and signal reversal (NOT 
gate). A further function typically achieved, however not rational than yet an applied need is the 
signal extension. Further logical blocks, such as NOR, NAND, and flip-flops, are simply found 
consuming these three essential useful blocks. Several dissimilar circuit shapes can be cast off 
for these useful blocks. Usually, these circuits are secret conferring to the elements cast-off for 
interstage coupling or coupling among gates and inverters, and amplifiers. The most usually used 
coupling elements are diodes, resistors, resistor-capacitor groupings, and transistors themselves. 
It is also likely to project and use circuits short of any of these coupling elements. Such circuits 
are referred to as direct-coupled transistor-logic circuits or, additionally usually, DCTL. There 
are numerous advantages and disadvantages of DCTL, and we reflect on these after deliberating 
how this type of formation works. 

DCTL Series Gating: The figure below demonstrates three transistors linked in series to form a 
NAND gate for positive input signals A, B, and C. If slightly of the three transistors are off, the 
output power at D will be the supply power (VCC) in the dropped form. Below troubled 
circumstances, the voltage at D will depend on the resistor RL and the VBE(ON) of the next-stage 
transistor. When all three transistors are on, the possible at D will be closer to the ground than in 
the previous case and will be the sum of the VCE(SAT) of Q1, Q2, and Q3 in series. Consequently, 
the principal trouble of this configuration is the requirement to protect that the succeeding step 
transistor will be off once all three transistors are on. The sum of the three VCE(SAT) in series 
necessity is not as much as the VBE(ON) of the next stage transistor. Single means of 
accomplishing this is to supply more base drives to Q1, Q2, and Q3, thereby illustrating them 
additional into saturation and dropping the saturation resistance (Figure 4.6). 

 

Figure 4.6:  DCTL series gate 
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DCTL Parallel Gating: The figure displays a parallel DCTL gate, which is the before careful 
"inverter" phase with three transistors needing separate inputs in place of a single transistor. 
Perceptibly, this arrangement is a NOR circuit. If slightly input is high on somewhat of the three 
transistors, its collector determines the attraction current through the load resistor, producing the 
output to go low (Figure 4.7). 

 

Figure 4.7: DCTL parallel gating 

In this chapter, we study the logic gate families such as TTL, DCTL, ECL, RTL, and digital ICs 
or their characteristics. It also studies the features, types, advantages, or disadvantages of these 
logic family circuits. 
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Combinational circuits perform a specific information processing operation fully specified 
logically by a set of Boolean functions. Combinational circuits consist of input variables, logic 
gates, and output variables. The output of combinational circuits depends on its present inputs 
only.A combinational circuit is one wherever the output at a slight time depends simply on the 
present combination of inputs now by total contempt for the past state-run of the inputs. The 
logic gate is the maximum elementary building block of combinational logic. The logical 
function achieved by a combinational circuit is entirely defined by a set of Boolean expressions. 
The additional group of logic circuits, called sequential logic circuits, includes both logic gates 
and memory elements such as flip-flops. Owed to the existence of memory elements, the output 
in a sequential circuit is contingent upon not only the present but also the past state of inputs 
(Figure 5.1).  

 

Figure 5.1: Combinational circuits 

Design procedure: 

1. The number of available input variables and required output voltages is determined. 
2. The input and output variables are assigned letter symbols. 
3. The truth table is derived that defines the required relationship between inputs and 

outputs variables. 
4. A simplified Boolean function for each output is obtained. 
5. Then, the logic diagram is drawn with the help of logic gates. 

Combinational logic circuits are circuits that comprise dissimilar kinds of logic gates. Just, a 
circuit in which dissimilar types of logic gates are joined is identified as a combinational logic 

circuit. The output of the combinational circuit is expressed from the existing arrangement of 
inputs, irrespective of the previous input. The input variables, logic gates, and output variables 
are the elementary modules of the combinational logic circuit. There are dissimilar kinds of 
combinational logic circuits, such as Adder, Subtractor, Decoder, Encoder, Multiplexer, and De-
multiplexer[1]–[3]. 
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Half Adder:The half adder is a simple building block requiring two inputs and two outputs. It 
adds the two inputs and produces the sum S and the carry C. it perform the arithmetic operation 
of the addition of two single bit. The adder is cast-off to perform OR operation and the addition 
of two single-bit binary numbers. The carry and sum are two output conditions of the half adder. 

Full Adder:The half adder is used for the addition of simply two numbers. Half adder is a 
simple circuit but not effective for adding more than two digits or numbers. To overcome this 
difficulty, the full adder was established.  When three bits need to add, we use a full adder circuit 
(the third bit is the previous carry bit). The full adder is used to add three 1-bit binary numbers 
A, B, and carry C. The full adder has three input states and two output conditions i.e., sum and 
carry. 

Half Subtractor: The half subtractor is correspondingly a building block of subtracting two 
binary numbers. It has two inputs and two outputs. This circuit is cast-off to subtract two single-
bit binary numbers A and B. The 'diff' and 'borrow' are the two output states of the half adder. 

Full Subtractor: The Half Subtractor is cast-off to deduct only two numbers. To stun this 
difficulty, a full subtractor was implemented. The full subtractor is cast-off to deduct three 1-bit 
numbers A, B, and C, which are minuend, subtrahend, and borrow, correspondingly. The full 
subtractor has three input conditions and two output conditions i.e., diff and borrow. 

Multiplexers: The multiplexer is a combinational circuit that requires n-data inputs and a single 
output. It is similarly well-known as the data selector which picks one input from the inputs and 
ways it to the output. With the help of the designated inputs, one input line from the n-input lines 
is nominated. The enable input is represented by E, which is cast off in cascade. 

De-multiplexers: A De-multiplexer executes the opposite process of a multiplexer. The de-
multiplexer has a single input, which is dispersed over numerous outputs. One output line is 
designated at a time by picking lines. The input is communicated to the designated output line. 

Encoder: The encoder is cast-off to execute the reverse operation of the decoder. An encoder 
requiring an n integer of inputs and an m integer of outputs is castoff to produce m-bit binary 
code which is associated with the digital input digit. The encoder proceeds with the digital world 
and changes it into an alternative digital word. 

Decoder: A decoder is a combinational circuit ensuring n inputs and a thoroughgoing of m = 2n 
outputs. The decoder is similar to the de-multiplexer. The only modification between a de-
multiplexer and a decoder is that in the decoder, there is no data input. The decoder executes an 
operation that is the opposite of an encoder. 

Half–Adder: The half-adder is a simple building block requiring two inputs and two outputs. It 
adds the two inputs and produces the sum S and the carry C. it perform the arithmetic operation 
of the addition of two single bit. The adder is cast-off to perform OR operation and the addition 
of two single-bit binary numbers. The carry and sum are two output conditions of the half adder. 

The Half adder circuit has two inputs that express the two bits to be added and two outputs which 
is producing the SUM output and another output is showing the CARRY bit (Figure 5.2). The 
Boolean function for the SUM and CARRY outputs are given as follows (Table 5.1): 

SUM S = A.B’ + A’.B 
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CARRY C = A.B 

Truth table 5.1: Half Adder 

A B S C 

0 0 0 0 

0 1 1 0 

1 0 1 0 

1 1 0 1 

 

 

Figure 5.2: Half Adder 

Construction of Half–Adder circuit: 

1. The SUM bit is produced with the help of 2- an input Exclusive-OR gate (EX-OR). 
2. The CARRY (C) bit is generated wi the help of 2- input AND gate (Figure 5.3). 

 

Figure-5.3:  Half Adder 

SUM S = A.B’ + A’.B 

CARRY C = A.B 

Full Adder: The half adder is used for the addition of simply two numbers. Half adder is a 
simple circuit but not effective for adding more than two digits or numbers. To overcome this 
difficulty, the full adder was established.  When three bits need to add, we use a full adder circuit 
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(third bit is the previous carry bit). The full adder is used to add three 1-bit binary numbers A, B, 
and carry C. The full adder has three input states and two output conditions i.e., sum and carry. 

A full adder is a circuit an arithmetic block that the container is cast-off to add three bits to 
generate a SUM and a CARRY output.  The full adder circuit disables the boundaries of the half-
adder. Which can be cast-off to add two bits only, letting the recollection of the process for 
adding the largest binary number. We start with the addition of LSBs of the two numbers. We 
note the sum below the LSB column and proceed with the carry. If any, onward to the 
succeeding higher column bits.  As a result, after we added the next higher column bits, we 
desired to be essential to add three bits if there were a carry from the preceding addition (Table 
5.3). We have the same condition for the other higher column bits also till we influence MSB.  A 
full adder is important for the hardware operation of an adder circuit accomplished by adding the 
largest binary number. A half-adder can also be cast-off for the addition of LSBs only (Figure 
5.4).  

 

Figure 5.4: Full Adder 

SUM = A’B’C + A’BC + AB’C + ABC 

CARRY = AB + AC + BC 

Table 5.3:  Truth of Full Adder 

A B C Sum Carry 

0 0 0 0 0 

0 0 1 1 0 

0 1 0 1 0 

0 1 1 0 1 

1 0 0 1 0 

1 0 1 0 1 

1 1 0 0 1 

1 1 1 1 1 
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Construction of FULL adder circuit (Figure 5.5.): 

 

Figure 5.5: Half Adder circuit 

 In the overhead circuit, two half-adder circuits are mutually consuming the OR gate. The first 
half adder has two single-bit binary inputs A and B. As per what we recognize, the half adder 
generates two outputs, i.e., Sum and Carry. The 'Sum' output of the first adder will be the first 
input of the second half adder, and the 'Carry' output of the first adder will be the second input of 
the second half adder. The second half adder will over-provide 'Sum' and 'Carry'. The conclusion 
of the Full adder circuit is the 'Sum' bit. To bargain the last output of the 'Carry', we offer the 
'Carry' output of the first and the second adder into the OR gate. The conclusion of the OR gate 
will be the final carry-out of the full adder circuit. The MSB is signified by the final 'Carry' bit 
(Figure 5.6).  

The full adder logic circuit could be assembled utilizing the 'AND' and the 'XOR' gate through 
an OR gate. 

 

Figure 5.6: Full adder circuit 

1. SUM: Implement the XOR operation of inputs A and B. 

2. Execute the XOR operation of the conclusion with carry. So, the sum is (A XOR B) XOR 
Cin  Which is represented by: (A ⊕ B) ⊕ Cin 

CARRY: Execute the 'AND' operation of inputs A and B. 

1. Execute the 'XOR' operation of inputs A and B. 
2. Execute the 'OR' operations of mutually the outputs that outcome from the preceding two 

phases. So the 'Carry' can be expressed employing: A.B + (A ⊕ B). 
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Half Subtractor:The half subtractor is correspondingly a building block of subtracting two 
binary numbers. It has two inputs and two outputs (Table 5.4). This circuit is cast-off to subtract 
two single-bit binary numbers A and B. The 'diff' and 'borrow' are the two output states of the 
half adder (Figure 5.7)[4]–[6]. 

 

Figure 5.7: Half Subtractor 

The SOP (SUM Of Product) form of the Diff and Borrow is as follows: 

DIFF = X’Y + XY’ 

BORROW = X’Y 

Table 5.4: Truth Table of Half Subtractor 

X Y DIFF BORROW 

0 0 0 0 

0 1 1 1 

1 0 1 0 

1 1 0 0 

Construction of half subtractor:  

1. To generate the DIFF bit it is used 2- an input EX-OR gate is. 
2. Input to produce the BORROW bit. 
3. The NOT gate is cast-off to become the opposite output. We can combine the 'AND' 

besides 'NOT' gates to become the combinational gate 'NAND'. By reversing the input 'A' 
using the 'NOT' gate and formerly using the output of the 'NOT' gate as the input of the 
'AND' gate, we can acquire the 'Borrow' bit (Figure 5.8). 

 

Figure 5.8: Half Subtractor 
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Diff= A XOR B (A⊕B) 

Borrow= NOT-A AND B (A'.B) 

Full Subtractor: The Half Subtractor is cast-off to deduct only two numbers. To stun this 
difficulty, a full subtractor was implemented. The full subtractor is cast-off to deduct three 1-bit 
numbers A, B, and C, which are minuend, subtrahend, and borrow, correspondingly (Figure 5.8). 
The full subtractor has three input conditions and two output conditions i.e., diff and borrow 
(Table 5.5). 

 

Figure-5.9:  Full Subtractor 

Diff=AB'C'+A'B'C+ABC+A’BC' 

Borrow=A’C+A'B+BC 

Table 5.5: Truth Table of Full Subtractor 

A B C(Borrowin) Diff Borrow 

0 0 0 0 0 

0 0 1 1 1 

0 1 0 1 1 

0 1 1 0 1 

1 0 0 1 0 

1 0 1 0 0 

1 1 0 0 0 

1 1 1 1 1 

 

Construction of Full adder (Figure 5.10):  
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Figure 5.10: Constructions of full adder 

In the overhead circuit, two half-adder circuits are joined employing the OR gate. The first half 
subtractor requires two single-bit binary inputs A and B. As we recognize, the half subtractor 
generates two outputs, i.e., 'Diff' and 'Borrow'. The 'Diff-output of the first subtractor will be the 
first input of the second half subtractor, and the 'Borrow' output of the first subtractor will be the 
second input of the second half subtractor. The second half subtractor will once more deliver 
'Diff' and 'Borrow'. The conclusion of the Full subtractor circuit is the 'Diff' bit. To generate the 
final output of the 'Borrow', we provide the 'Borrow' of the first and the second subtractor into 
the OR gate. The conclusion of the OR gate will be the concluding carry 'Borrow' of the full 
subtractor circuit. The MSB is signified by the last 'Borrow' bit. The full subtractor logic circuit 
can be created utilizing the 'AND', 'XOR', and NOT gate with an OR gate (Figure 5.11). 

 

Figure-5.11: Construction of full subtractor 

DIFF: Achieve the XOR operation of input A and B. Implement the XOR operation of the 
conclusion with 'Borrow'. So, the variation is (A XOR B) XOR 'Borrowin' which is also signified 
as (A ⊕ B) ⊕ 'Borrowin' 

 BORROW: Execute the 'AND' operation of the reversed inputs A and B. Perform the 'XOR' 
operation of inputs A and B. 

Binary adder:  The registers perform a significant part in the execution of the micro-operations. 
The registers hold the digital module and the data which executes the arithmetic operation. The 
Binary Adder is a rational circuit that is cast-off to execute the addition operation of two binary 
numbers of any length. The Binary Adder is designed with the assistance of the Full-Adder 
circuit. The Full-Adders are associated in series, and the output carry of the first Adder will be 
preserved as the input carry of the subsequent Full-Adder[7]–[10]. 
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Binary adder subtractor: A Binary Adder-Subtractor is a superior kind of circuit that is cast off 
to execute both operations, i.e., Addition and Subtraction. The operation which is working to be 
used is determined by the values enclosed by the resistor signal. In Arithmetic Logical Unit, it is 
one of the supreme significant components. To effort through Binary Adder-Subtractor, we must 
identify the XOR gate, Full-Adder, Binary Addition, and subtraction (Figure 5.12). 

 

Figure-5.12:  Binary adder subtractor 

Decimal or BCD Adder: The BCD-Adder is cast-off in computers and calculators that execute 
arithmetic operations straightly in the decimal number system. The BCD-Adder takes the binary-
coded form of decimal numbers. The Decimal Adder needs a least nine inputs and five outputs. 
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The encoder is cast-off to execute the reverse operation of the decoder. An encoder requiring an 
n integer of inputs and an m integer of outputs is castoff to produce m-bit binary code which is 
associated with the digital input digit. The encoder proceeds with the digital world and changes it 
into an alternative digital word. 

The combinational circuits that modify the binary data into N output lines are known 
as Encoders. The binary data is accepted in the form of 2N input lines. The output lines describe 
the N-bit code for the binary data. In modest arguments, the Encoder executes the opposite 
operation of the Decoder. At a stage, only one input line is triggered for effortlessness. The 
created N-bit output code is corresponding to the binary information (Figure 6.1) 

 

Figure 6.1:  Represent the Encoder 

4 to 2 line Encoder:In a 4 to 2 line encoder, the encoder is an overall of four inputs, Y0, Y1, Y2, 
and Y3, and two outputs, A0 and A1. In four input lines, one input line is fixed to true at a time to 
become the corresponding binary code on the output on the side (Figure 6.1). Beneath are the 
block diagram and the truth table of the 4 to a 2-line encoder (Figure 6.2 and Figure 6.3)[1]–[3]. 

Table 6.1: Truth Table of Encoder 

Y0 Y1 Y2 Y3 A0 A1 

0 0 0 1 0 0 

0 0 1 0 1 0 

0 1 0 0 0 1 

1 0 0 0 1 1 
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Figure 6.2: 4 to 2-line Encoder 

A0 = Y3+Y1 

A1=Y3+Y2 

The logic circuit of the 4 to 2- line encoder is specified as follows: 

 

Figure 6.3: Encoder circuit diagram 

8 to 3-line Encoder: The 8 to 3 line Encoder is correspondingly identified as an Octal to Binary 
Encoder. In the 8 to 3 line encoder, here is a whole of eight inputs, Y0, Y1, Y2, Y3, Y4, Y5, Y6, 
and Y7, and three outputs, A0, A1, and A2. In 8 input lines, one input line is fixed to true at a time 
to become the particular binary code on the output side (Figure 6.4). Underneath are the block 
diagram and the truth table of the 8 to 3-line encoder as follows (Table 6.2). 

Table 6.2:Truth Table of Encoder 

Y0 Y1 Y2 Y3 Y4 Y5 Y6 Y7 A0 A1 A2 

1 0 0 0 0 0 0 0 0 0 0 

0 1 0 0 0 0 0 0 1 0 0 
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0 0 1 0 0 0 0 0 0 1 0 

0 0 0 1 0 0 0 0 1 1 0 

0 0 0 0 1 0 0 0 0 0 1 

0 0 0 0 0 1 0 0 1 0 1 

0 0 0 0 0 0 1 0 0 1 1 

0 0 0 0 0 0 0 1 1 1 1 

 

A0=Y7+Y5+Y3+Y1 

A1=Y2+Y3+Y6+Y7 

A2=Y4+Y5+Y6+Y7 

 

Figure 6.4: Illustrate the Encoder 

Decoder: The combinational circuit that variations the binary data into 2N output lines is known 
as Decoders. The binary data is accepted in the form of N input lines. The output lines describe 
the 2N-bit code aimed at the binary data. In modest arguments, the Decoder accomplishes the 
opposite operation of the Encoder. At a time, only one input line is triggered for easiness. The 
formed 2N-bit output code is corresponding to the binary data (Figure 6.5). 

 

Figure 6.5: Decoder 
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2 to 4- line Decoder: In the 2 to 4 line decoder, here is a whole of three inputs, A0, A1, and 
Enable, and four outputs, Y0, Y1, Y2, and Y3. On behalf of the respective arrangement of inputs, 
when the enable 'E' is set to 1, one of these four outputs will be 1 (Table 6.3). The block diagram 
and the truth table of the 2 to 4-line decoder are specified as follows (Figure 6.6): 

 

Figure 6.6: Represent the 2:4 Decoder 

Table 6.3:  Truth Table of 2:4 Decoder 

E A0 A1 Y0 Y1 Y2 Y3 

0 X X 0 0 0 0 

1 0 0 1 0 0 0 

1 1 0 0 1 0 0 

1 0 1 0 0 1 0 

1 1 1 0 0 0 1 

Y0=E.A1'.A0' 

Y1=E.A1'.A0 

Y2=E.A1.A0' 

Y3=E.A1.A0 

Multiplexer: The multiplexer is a combinational circuit that needs n-data inputs and a single 
output. It is similarly well-known as the data selector which picks one input from the inputs and 
procedures it to the output. With the help of the designated inputs, one input line from the n-
input lines is nominated. The enable input is represented by E, which is cast off in cascade. 

 A multiplexer is a combinational circuit that has 2ninput lines and a single output line. A 
multiplexer is an electronic switch that connects 1 out of n inputs to an output. It is functionally 
complete i.e. all Boolean functions can be realized using one multiplexer without any other 
gates. 

For different encoders and decoders, there are n selection lines and 2n input lines. Therefore, 
there is a total of 2N possible groupings of inputs. A multiplexer is also treated as Mux. 
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There are various types of the multiplexer which are specified below as: 

2 x 1 Mux: In a 2×1 multiplexer, there are just 2 inputs, A0 and A1, one selection line S0, and 
single outputs Y. Based on the arrangement of inputs that are existing at the selection line S0, one 
of these 2 inputs will be coupled to the output (Figure 6.7). The block diagram of the 2×1 
multiplexer are specified as follows (Table 6.4):Y=S0'.A0+S0.A1[4]–[6] 

 

Figure 6.7: 2x1 MUX 

Table 6.4: Truth Table of 2x1 MUX 

SO Y 

0 A0 

1 A1 

 

4 x 1 MUX:  In the 4×1 multiplexer, there is an entire of 4  inputs A0, A1, A2, and A3, 2 selection 
lines, S0 and S1, and a single output,  Y. Based on the arrangement of inputs that are existing at 
the selection lines S0 and S1, one of these four inputs are associated to the output. The block 
diagram (Figure 6.8) of the 4×1 multiplexer is specified as follows:  Y=S1' S0' A0+S1' 
S0 A1+S1 S0' A2+S1 S0 A3 (Table 6.5). 

Table 6.5: Truth Table of 4x1 MUX 

S0 S1 Y 

0 0 A0 

1 0 A1 

0 1 A2 

1 1 A3 

 



 
54 Digital Electronics 

 

Figure 6.8:  4x1 MUX 

8x1 MUX: In the 8 to 1 multiplexer, there are an overall of eight inputs, A0, A1, A2, A3, A4, A5, 
A6, and A7, three selection lines, S0, and S2, and a single output, Y (Table 6.6). Based on the 
grouping of inputs that are existing at the selection lines S0, S1, and S2, one of these 8 inputs are 
coupled to the output. The block diagram of the 8×1 multiplexer is specified beneath (Figure 
6.9): 

 

Figure 6.9: Represent the 8x1 MUX 

Table 6.6:  Truth Table of 8x1 MUX 

S0 S1 S2 Y 

0 0 0 A0 

1 0 0 A1 

0 1 0 A2 

1 1 0 A3 

0 0 1 A4 
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1 0 1 A5 

0 1 1 A6 

1 1 1 A7 

 

the logical circuit diagram of 8x1 MUX is specified below:  

Y= 
S0'.S1'.S2'.A0+S0.S1'.S2'.A1+S0'.S1.S2'.A2+S0.S1.S2'.A3+S0'.S1'.S2 A4+S0.S1'.S2 A5+S0'.S1.S2 .A6+S0.
S1.S3.    A7 

8x1 MUX using 4x1 MUX and 2x1 MUX: We can make the 8×1 multiplexer utilizing a lower-
order multiplexer. To make the 8×1 multiplexer, we require two 4×1 multiplexers and one 2×1 
multiplexer. The 4×1 multiplexer has 2 selection lines, 4 inputs, and 1 output. The 2×1 
multiplexer has only 1 selection line. Used for receiving 8 data inputs, we require two 4×1 
multiplexers. The 4×1 multiplexer expressed one output. Therefore, to acquire the last output, we 
elementary a 2×1 multiplexer. The block diagram of the 8×1 multiplexer utilizing 4×1 and 2×1 
multiplexer is specified further down (Figure 6.10). 

 

Figure 6.10: Represent 8*1 MUX 

16x1 Multiplexer: In the 16 to 1 multiplexer, there is an overall of sixteen inputs, A0, A1, …, 
A16, 4 selection lines  S0, S1, S2, and S3, and a single output Y (Figure 6.11). Based on the 
arrangement of inputs that are current at the selection lines S0, S1, and S2, one of these sixteen 
inputs will be coupled to the output. The block diagram of the 16×1 is specified as follows 
(Table 6.7): 

Table 6.7:  Truth Table of 16x1 MUX. 

S0 S1 S2 S3 Y 

0 0 0 0 A0 

0 0 0 1 A1 
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0 0 1 0 A2 

0 0 1 1 A3 

0 1 0 0 A4 

0 1 0 1 A5 

0 1 1 0 A6 

0 1 1 1 A7 

1 0 0 0 A8 

1 0 0 1 A9 

1 0 1 0 A10 

1 0 1 1 A11 

1 1 0 0 A12 

1 1 0 1 A13 

1 1 1 0 A14 

1 1 1 1 A15 

 

 

Figure 6.11: 16x1 MUX 
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16x1 mux using 8x1 mux and 2x1 mux: We can make the 16×1 multiplexer utilizing a lower 
order multiplexer. To make the 8×1 multiplexer, we require two 8×1 multiplexers and one 2×1 
multiplexer. The 8×1 multiplexer takes three selection lines, four inputs, and one output. The 
2×1 multiplexer has single selection input (Figure 6.12). 

Designed for the accomplishment of sixteen data inputs, we require two 8 ×1 multiplexers. The 
8×1 multiplexer generates one output. Therefore, in the direction to develop the final output, we 
require a 2×1 multiplexer. The block diagram of the 16×1 multiplexer using 8×1 and 2×1 
multiplexer is specified as follows:  

 

Figure 6.12: Represent the 16*1 MUX using 2*1 MUX. 

Demultiplexer:A De-multiplexer executes the opposite process of a multiplexer. The de-
multiplexer has a 1 input, which is dispersed over numerous outputs. One output line is 
designated at a time by picking lines. The input is communicated to the designated output line. 

A De-multiplexer is a combinational circuit that proceeds only with a single input line and 
2N output lines. Just, the multiplexer is a single-input and multi-output combinational circuit. The 
information is conventional from the single input lines and concentrated on the output line. At 
the beginning of the inputs of the selection lines, the input will be associated with one of these 
outputs. De-multiplexer is the reverse of the multiplexer. Dissimilar encoder and decoder, here 
are n selection lines and 2n outputs. So, there is a total of 2n conceivable arrangements of inputs. 
De-multiplexer is correspondingly dried as De-mux[7]–[10]. 

The multiple types of demultiplexers are discussed below:  

1x2 Demultiplexer: In the 1 to 2 De-multiplexer, there are simply 2 outputs Y0, and Y1, Single 
selection lines, S0, and single input A. Based on the selected value, the input will be associated 
with one of the outputs. The block diagram of the 1×2 multiplexer is specified as follows (Table 
6.8):  

Table 6.8:  Truth Table of 1x2 DEMUX 

S0 Y0 Y1 

0 A 0 

1 0 A 

The Boolean expression for the output Y : 
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Y0=S0'.A 

Y1=S0.A 

1x4 DEMUX: In 1 to 4 De-multiplexer, here are the overall of 4 outputs, Y0, Y1, Y2, and Y3, two 
selection lines S0 and S1, and single input A. Based on the arrangement of inputs which are 
existing at the selection lines S0 and S1, the input is joined to one of the outputs (Figure 6.13). 
The block diagram of the 1×4 multiplexer is specified as follows (Table 6.9):  

Table 6.9:  Truth Table of 1x4 DEMUX 

S0 S1 Y0 Y1 Y2 Y3 

0 0 A 0 0 0 

1 0 0 A 0 0 

0 1 0 0 A 0 

1 1 0 0 0 A 

 

 

Figure 6.13:  1x4DEMUX 

The Boolean expression for the 1x4 demux is expressed below: 

Y0=S1' S0' A 
Y1=S1' S0 A 
Y2=S1 S0' A 
Y3=S1 S0 A 

1x8 Demux: In 1x 8 De-multiplexer, there are overall of 8 outputs, Y0, Y1, Y2, Y3, Y4, Y5, Y6, 
and Y7, three selection lines, S0, S1and S2 and one  input A. Based on the arrangement of inputs 
that are existing at the selection lines S0, S1

, and S2, the input will be associated with one of these 
outputs (Table 6.10).  
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The Boolean expression for 1x8 demux:  

Y0=S0'.S1'.S2'.A 
Y1=S0.S1'.S2'.A 
Y2=S0'.S1.S2'.A 
Y3=S0.S1.S2'.A 
Y4=S0'.S1'.S2 A 
Y5=S0.S1'.S2 A 
Y6=S0'.S1.S2 A 
Y7=S0.S1.S3.A 

Table 6.10: Truth Table of 1x8 DEMUX 

S0 S1 S2 Y0 Y1 Y2 Y3 Y4 Y5 Y6 Y7 

0 0 0 A 0 0 0 0 0 0 0 

1 0 0 0 A 0 0 0 0 0 0 

0 1 0 0 0 A 0 0 0 0 0 

1 1 0 0 0 0 A 0 0 0 0 

0 0 1 0 0 0 0 A 0 0 0 

1 0 1 0 0 0 0 0 A 0 0 

0 1 1 0 0 0 0 0 0 A 0 

1 1 1 0 0 0 0 0 0 0 A 

 

Figure 6.14: 1x8 Demux using 1x4 Demux and 1x2 Demux 

1x8 Demux using 1x4 Demux and 1x2 Demux:  We could make the 1×8 de-multiplexer using a 
lower-order de-multiplexer. To make the 1×8 de-multiplexer, we require 2, 1×4 de-multiplexer, 
and 1, 1×2 de-multiplexer. The 1×4 multiplexer possesses two selection lines, four outputs, and 
one input. The 1×2 de-multiplexer ensures individual one selection line. Designed for the 
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accomplishment of eight data outputs, we require a 2, 1×4 de-multiplexer. The 1×2 de-
multiplexer generates 2 outputs. So, to become the final output, we must permit the outputs of 
the 1×2 de-multiplexer as an input of both the 1×4 de-multiplexer. The block diagram of the 1×8 
de-multiplexer using the 1×4 and 1×2 de-multiplexer is specified as follows (Figure 6.14): 

16x1 Demultiplexer: In 1×16 de-multiplexer, there are entire of sixteen outputs, Y0, Y1, …, Y16, 
four selection lines, S0, S1, S2, and S3 and only one input A. Based on the arrangement of inputs 
which are existing at the selection lines S0, S1, and S2, the input will be coupled to one of these 
outputs. The block diagram of the 1×16 de-multiplexer is specified as follows (Table 6.11): 

Table 6.11: Truth Table of 1x16 DEMUX 

S

0 

S

1 

S

2 

S

3 

Y

0 

Y

1 

Y

2 

Y

3 

Y

4 

Y

5 

Y

6 

Y

7 

Y

8 

Y

9 

Y1

0 

Y1

1 

Y1

2 

Y1

3 

Y1

4 

Y1

5 

0 0 0 0 A 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

1 0 0 0 0 A 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

0 1 0 0 0 0 A 0 0 0 0 0 0 0 0 0 0 0 0 0 

1 1 0 0 0 0 0 A 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 1 0 0 0 0 0 A 0 0 0 0 0 0 0 0 0 0 0 

1 0 1 0 0 0 0 0 0 A 0 0 0 0 0 0 0 0 0 0 

0 1 1 0 0 0 0 0 0 0 A 0 0 0 0 0 0 0 0 0 

1 1 1 0 0 0 0 0 0 0 0 A 0 0 0 0 0 0 0 0 

0 0 0 1 0 0 0 0 0 0 0 0 A 0 0 0 0 0 0 0 

1 0 0 1 0 0 0 0 0 0 0 0 0 A 0 0 0 0 0 0 

0 1 0 1 0 0 0 0 0 0 0 0 0 0 A 0 0 0 0 0 

1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 A 0 0 0 0 

0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 A 0 0 0 

1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 A 0 0 

0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 A 0 

1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 A 

1x16 Demux using 1x8 Demux and 1x2 Demux:  We could make the 1×16 de-multiplexer by 
implementing a lower-order de-multiplexer. To make the 1×16 de-multiplexer, we required 2,  
1×8 de-multiplexer, and a single 1×2 de-multiplexer. The 1×8 multiplexer has three selection 
lines, single input, and eight outputs. The 1×2 de-multiplexer has only one selection line. For the 
accomplishment of sixteen data outputs, we required a 2, 1×8 de-multiplexer. The 1×8 de-
multiplexer generates 8 outputs. Therefore, to acquire the last output, we required a single 1×2 
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de-multiplexer to generate 2 outputs from one input. Formerly we permit these outputs into 
mutually the de-multiplexer as an input.  

In this chapter, we studied the encoder and decoder. We also learn about multiplexer, 
demultiplexer and their types, block diagram, truth tables, and their Boolean expression for 
outputs, and also study the logical operation diagram. We also learn about how to make large 
mux and demux using a combination of small mux and demux.  
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In the previous chapter, we study the different types of combinational circuit and their working. 
The combinational circuit has a set of outputs dependent ON the present input only.in this 
chapter, we will study sequential circuits and their working. The sequential circuit is defined as 
“the circuits which have a series of inputs and outputs. The output of these circuits depends ON 
the present input as well as the previous output. So sequential circuit is made from the 
arrangement of the combinational circuit with the memory element (Figure 7.1). The memory 
element is used to acquire the previous output of the circuit”.  

 

Figure 7.1: Sequential Circuit 

Difference between Combinational and Sequential circuits (Table 7.1):  

Table 7.1: Difference between Combinational and Sequential circuits 

Combinational circuit Sequential circuit 

The output of these circuits depends on the 
present inputs only. 

The output of the sequential circuit depends 
on the present input as well as the previous 
output. 

In these circuits, no memory element is 
provided. 

The memory element is provided in the 
sequential circuit to acquire the previous 
output. 
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The feedback system is not provided in these 
circuits. 

These circuits used the feedback paths for 
operating the circuits. 

The clock signal is not required in these 
circuits. 

The clock signal is used to operate the 
sequential circuits. 

These circuits are quite simple to design. It is difficult to design sequential circuits. 

Different types of sequential circuits:  There are mostly two types of sequential circuits given 
below:  

Asynchronous sequential circuits: In these circuits, the clock signals are not utilized. These 
circuits operate through the pulses. So, the variation in the inputs could be changed by the state-
run of the circuit. These circuit doesn’t employ the clock pulses. The internal state is varied when 
the input variable is varied.  The un-clocked flip-flops and time delay are the memory elements 
of these circuits. These circuits are similar to the combinational circuit along with the feedback 
system.  

Synchronous sequential circuits: in these circuits, synchronization of the memory elements 
phase is obtained by the clock signal. The output is deposited in the memory devices. The 
synchronization of the output is obtained by only the negative edges of the clock signal or only 
the positive edges[1]–[3]. 

Clock signal: A clock signal is an episodic signal in which ONN time and OF time requirements 
were not similar. When the ONN time and OF time of the clock signal are similar, a rectangular 
wave is cast-off to signify the clock signal. Underneath is a figure which signifies the clock 
signal. “A clock signal is measured by way of the rectangular wave. Occasionally, the signal 
breaks at logic, moreover high 5V or low 0V, to an equal volume of time. It recaps through a 
certain time, which will remain equivalent to double the 'ONN’ time and ‘OF’ time”. 

 

Level triggers: The logic High and Low are the two levels in the clock signal. In level 
triggering, once the clock pulse is ONN at a certain level, simply formerly the circuit is 
triggered. Different types of level triggered are specified as follows:  

Positive level triggering:  positive level triggering is the signal with Logic High occurs. in 
positive-level triggering, the circuit is worked through a different type of clock signal. Lower the 
figure shows the positive level triggering: 
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Negative level triggering: negative level triggering is the signal through Logic Low happens.  in 
negative-level triggering, the circuit functiONed through a different type of clock signal. 
Underneath is the figure shows the Negative level triggering:  

 

Edge triggering: In edge triggering of the clock signal the two kinds of transitions take place. 
one transitiON for Logic Low to Logic High and the second transitiON for Logic High to Logic 
Low. 

Due to the transitiON of triggering, edge triggering is subdivided into two which are specified 
beneath:  

Positive edge triggering: The positive edge triggering is the transitiON from Logic Low to 
Logic High that happens in the clock signal. in this type of triggering the circuit is worked 
through such kind of clock signal. The figure of positive edge triggering is specified under. 

 

Negative edge triggering: The negative edge triggering is the transitiON from Logic High to 
Logic low that happens in the clock signal. in this triggering, the circuit is worked through the 
category of the clock signal. The figure for negative edge triggering is specified underneath. 
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Flip-flops: flip-flop is a circuit that involves two steady conditions and is preserved as a flip-

flop. These steady cONditiONs are cast-off to collect binary data that can be reformed by 
spreading over changing inputs. flip flops are the important building blocks of the digital system. 
Flip flops and latches are samples of pieces of information storing components.  the sequential 
logic circuit is used the flip flop as the elementary storing component. The latches and flip flops 
are elementary storing compONents but dissimilar in operatiON. There are the succeeding kinds 
of flip-flops are given as follows[4]–[6]:  

S-R flip flop: The S-R flip flop is the basic type of flip flop that is employed in the digital 
system. The operation of  SR flip flop is described as “ when the set input "S" is true, the output 
Y will be high, and Y' will be low” (Table 7.2). It is essential that the cabling of the circuit is 
preserved ONce the outputs are recognized. We uphold the cabling till set or reset input drives 
high, or power is closed (Figure 7.2).  

 

Figure 7.2:  S-R flip flop 

Table 7.2:  Truth Table of S-R flip flop 

S R Y Y’ 

0 0 0 1 

0 1 0 1 

1 0 1 0 

1 1 ∞ ∞ 

J-K flip-flops: The JK flip flop is defined as the flip flops, which is employed to eliminate the 
problem of the S-R flip flop such as indeterminate conditions (Table 7.3). The JK flip flop is 
designed through achievement alteration in the SR flip flop. The S-R flip flop is enhanced by the 
concept of the J-K flip flop. The SR flip flop provides an imprecise result Once S and R input is 
established to be true. Then in the situation of JK flip flop, it stretches the correct output. If in J-
K flip-flop inputs are dissimilar, then the value of J at the succeeding clock edge is occupied by 
the output Y. If the j-k flip-flop input is low, then no variation happens, and if the input is high 



 
66 Digital Electronics 

ON the clock edge, then from one state to the additional, the output will be toggled. This flip-
flop is utilize a Set or Reset Flip flop in the digital system (Figure 7.3). 

 

Figure 7.3: JK FLIP FLOP 

Table 7.3:  Truth table of J -K flip flop 

 

D flip flop: A D flip flop is defined as “A digital electronic circuit cast-off to delay the variation 
of the state of its output signal till the succeeding growing edge of a clock timing input signal 
happens” (Figure 7.4).D flip flop is frequently utilized for counters, input synchronization, and 
shift registers (Table 7.4). 

Table 7.4:  Truth Table of D flip flop 
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Figure 7.4:  D flip flop 

T flip flop:  T flip flop is a modification of the JK flip-flop. The T flip-flop is established by 
connecting mutual inputs of a JK flip-flop. The T flip-flop is expected by connecting the inputs 
'J' and 'K'. ONce T = zero, mutually AND gates are restricted (Figure 7.5).T flip flop is 
individual single input through the clock input. The T flip flop is erected by connecting the 
inputs of the JK flip flop composed as a single input. T flip flop is also called toggle flip flop 
(Table 7.5). 

Table 7.5:  Truth Table of T-flip flop 

 

 

Figure 7.5:  T flip flop 
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Master Slave flip flop: The Master-Slave Flip-Flop is defined as “A fundamentally an 
arrangement of two JK flip-flops associated composed in a series formation. One performance 
as the “master” and the other as a “slave”. The output of master flip flop is associated to the 2 
inputs of the slave flip flop whose output is served back to inputs of the master flip flop”. In 
the calculation of these two flip-flops, the circuit also comprises an inverter. The inverter is 
associated through the clock pulse in such a technique that the inverted clock pulse is assumed 
to be the slave flip-flop. In other words, if CP= zero for a master flip-flop, then CP= one for a 
slave flip-flop, and if CP= one for a master flip-flop at that time it converts zero for a slave 
flip-flop (Figure 7.6). 

 

Figure 7.6: Master slave flip flop 

Working of master-slave flip flops:  

1. Once the clock pulse is true, the slave flip flop will stay in the inaccessible state, and the system's 
state might be pretentious by the J and K inputs. The "slave" ruins are inaccessible till the CP is 
1. After the CP is set to 0, the master flip-flop permits the data to the slave flip-flop to get the 
output. 

2. The master flip-flop reacts firstly by the slave since the master flip-flop is the positive level 
trigger, and the slave flip-flop is in the negative level trigger. 

3. The output Q'=one of the master flip flop is accepted to the slave flip flop by way of an input K 
ONce the input J is set to 0 and K set to 1. The clock empowers the slave flip-flop to work as 
rearranged, and formerly the slave duplicates the master flip-flop[7]–[10]. 

4. When J= one, and K= zero, the output Q= one is approved to the J input of the slave. The clock's 
negative transitiON arrangements the slave and replicas the master. 

5. The master flip-flop toggles arranged the clock's positive transitiON after the inputs J and K are 
fixed to 1. After, the slave flip-flop closures arranged the clock's negative transitiON. 

6. The flip-flop will remain restricted, and Q rests unaffected ONce separately the inputs of the JK 
flip-flop are fixed to 0. 
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Timing diagram:  

 

Figure 7.7: Shows the timing diagram flip flop 

 After the clock pulse is fixed to one, the output of the master flip-flop will stay at 1 till 
the clock input rests at zero. 

 Once the clock pulse comes to be 1 over, the master's output is at zero, which will remain 
fixed to one ONce the clock develops 1 yet again. 

 The flip-flop is working once the clock pulse is at ONe. The slave's output rests at zero 
till the clock is not fixed to zero since the slave flip-flop is not working. 

 The flip-flop is working after the clock pulse is at 0. The output of the master rests at 1 
till the clock is not fixed to zero over again. 

 Toggling arises throughout the whole procedure since the output deviations when in the 
cycle. 

In this chapter, we study the sequential circuit and their working, their different types. We 
study the different types of flip flops, their truth table, and their block diagram. At last in this 
chapter, we learn the master-slave flips flops and their working or clock signal timing 
diagram. 
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In the previous chapter, we study the sequential circuits such as flip flops (SR flip flop, JK flip 
flop, D flip flop, and T flip flop) and their workings. In this chapter, we will study the register 
and counters which are implemented by utilizing the combination of flip flops.  

Counter: counter is a device that stores and occasionally shows the number of times a specific 
occasion or technique has happened. Frequently in connection to a clock. A counter circuit is 
typically built of several flip-flops associated with a cascade. The counter is a superior kind of 
sequential circuit that is utilized to tally the pulse is called counter. An assembly of several flip-
flops which is operated on the clock signal is known as counters. The counter is an extensive 
application of flipflops on the base of the clock pulse, the output of a counter comprises a 
predefined state. The value of pulses can be counted by employing the output of the counter 
(Table 8.1)[1]–[3]. 

Table 8.1:  Counter response 

 

The counters are subdivided into two parts:  

1. Asynchronous counter 
2. Synchronous counter 

Asynchronous counter: This counter is also called the Ripple counter. A two-bit asynchronous 
counter is implemented by utilizing two T- FF (Flip-Flops). In addition, we also implement a 2-
bit asynchronous counter by using the combination of two jk flip flops. The input of both 
asynchronous counters is fixed to logic 1 (Figure 8.1). 

 

Figure 8.1: Asynchronous counter 
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The clock signal diagram of the asynchronous counter is specified below (Figure 8.2):  

 

Figure 8.2: Signal Diagram of the Asynchronous Counter 

Synchronous counter:the counters are associated with similar a sequence in the asynchronous 
counter because the current counter's output permits the input of the succeeding counter.  It 
creates a counting delay, and the propagation delay also occurs during the counting stage is the 
major drawback of the asynchronous counter. For dealing with this disadvantage a synchronous 
counter is designed. The same clock pulse is accepted to the clock input of all the flip flops in the 
synchronous counter.  All the flip-flops shaped by the clock signals are similar to respectively 
other. A 2-bit synchronous counter is specified below in which the inputs of the first flip 
flop(FF-A) are fixed to one. The FF-A (first flip-flop) will operate as a toggle flip-flop. The FF-
A output is agreed to mutually the inputs of the next JK flip flop. 

The clock signal diagram is given below in Figure 8.3: 

 

Figure 8.3: Synchronous counter 

Ripple counter: Asynchronous counter is also known as a ripple counter in which the clock 
pulse ripples over the circuit. By joining n number of flip-flops the n-MOD ripple counter 
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implements. The limitation of the n-MOD ripple counter, it can calculate 2n states, and at that 
time the counter changes to its primary value. The different features of the ripple counter are 
given below: 

1. Dissimilar types of ff(flip-flops) along with unlike clock pulses are utilized. 
2. A ripple counter is a special type of asynchronous counter. 
3. The flip flops are cast off in toggle mode. 
4. The peripheral clock pulse is functional to a single flip-flop. The flip-flop output is 

preserved through a clock pulse designed for the succeeding flip-flop. 
5. The flip flop in which the external clock pulse is accepted performs as lsb( least 

significant bit) in the counting sequence. 
6. Up counter, down counter, and up-down counter is basic types of a ripple counter[4]–[6]. 

Binary ripple counter: A 2-Mod counter which calculates up to 2-bit state values, (22 = 4 
values) is called a binary ripple counter. The binary ripple counter flip flops having a comparable 
state of affairs for toggling corresponding T and JK is cast-off to create the Ripple counter. The 
circuit diagram of a binary ripple counter is specified below. The binary ripple counter is 
considered by employing two JK flip flops. The inputs of mutual flip-flops are approved for the 
high-voltage signal. The input of a high voltage signalupholds the flip flops at a state first 
(Figure 8.4). The negative generated clock pulse utilized by the jkflip flops. The least significant 
bit (LSB) and most significant bit( MSB) bits are the outputs Q0 and Q1, respectively. 
Understanding the functioning of the counter of jk flip flop is done through the truth Table 8.2. 

 

Figure 8.4:  Binary ripple counter 

Table 8.2:  Binary ripple counter 

Jn Kn Qn+1 

0 0 Qn 

1 0 1 

0 1 0 

1 1 Qn 
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The inputs of the flip flops are functional to the high voltage, the JK flip flop occurs in the fourth 
condition. Once we apply high voltage to the input of the flip-flop, the flip-flops will stay on 
state first. The negative going end of the clock pulse transferred the states of the flip flops 
permissions. It means that the flip flop toggled once the clock pulse transition takings place 
between one to zero after the negative clock edge permits the flip flop, the condition of the 
output Q0 variation. The whole of the flip-flops is fixed to zero initially. Once the approved clock 
varied from 1 to 0, These flip-flops varied their conditions once the inputs of the flip flops are 1, 
the JK flip flop toggles, and formerly the flip flop variations its conditions from zero to one. The 
procedure rests similarly for all the clock pulsates. 

The second flip flop as a clock pulsation permits the output of the first flip-flop. The position of 
the second flip-flop is different once the output Q0 drives the transition from one to zero, from 
the timing diagram below. LSB and MSB represent the outputs Q0 and Q1. The values 00, 01, 10, 
and 11 are calculated by the counter. The counter rearranges itself, once counting these values, 
and jumps counting yet once more from 00, 01, 10, and 1. The clock pulsates are approved to 
J0K0 flip flop, till the counter calculates values[7]–[10]. 

Ring counter: A ring counter is worked on the principle of the SISO (Serial IN Serial 

OUT) Shift register. The ring counter is practically similar to the shift counter. The individual 
modification between the shift register and the ring counter is that the latest flip-flop output is 
taken as the output in the case of the shift register, but in the case of the ring counter, this output 
is connected to the first flip-flop as an input. Except this, all of the outstanding things in the ring 
counter are the equivalent of the shift register. The Number of states in the ring counter is equal 
to the number of flip-flops is employing (Figure 8.5). 

 

Figure 8.5:  Ring counter 

Once the preset is fixed to zero, the outcome is one. Once the clear is fixed to zero, the outcome 
is zero. Both PR and CLR constantly exert in value zero since they are lively low signals. 

PR = 0, Q = 1 

CLR = 0, Q = 0  
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Johnson counter: The Johnson counter is like the Ring counter. The individual alteration 
between the Johnson counter and the ring counter is that the output of the latter flip-flop is 
approved to the initial flip-flop through response. Nevertheless, the reversed output Q' of the 
latest flip-flop is accepted as an input in Johnson's counter. The outstanding effort of the Johnson 
counter is similar by way of a ring counter. The Johnson counter is correspondingly stated to as 
the Creeping counter (Figure 8.6). 

 

Figure 8.6:  Johnson counter 

Number of states in Johnson counter = Number of flip-flop castoff   

No. of castoff states =2n   

No.of unemployed states =2n - 2*n  

The clock signal diagram of the Johnson counter is specified below: 

Advantage of Johnson counter:  

1. The NO. Of flip flops in the Johnson counter is equivalent to the NO.  Of flip flops in the 
ring counter, and the Johnson counter counts double the Number of conditions the ring 
counter can tally. 

2. The Johnson counter could similarly be considered through D or JK flip flop. 
3. The pieces of information are tallied in an endless loop in the Johnson ring counter. 
4. The route of the Johnson counter is auto-decoding. 

A disadvantage of Johnson counter:  

1. The Johnson counter is not used in the BCD number system because it doesn’t count the 
conditions/states in the binary arrangement. 

2. The number of unused states of a Johnson counter is greater than the number of states/ 
conditions used by the Johnson counter. 

3. The NO.  Of flip flops is equal to one-half of the NO. Of CLOCK signals. 
4. The Johnson counter for different No. of a clock, a signal sequence is likely to design. 

Registers: A Register is an assembly of flip-flops. To store the single-bit digital data, a flip flop 
is utilized. The storage ability is improved through a combination additional than one flip flop 
for storage of a bulky number of bits. We have to usage an n-bit register comprising n number of 
flip flops to collect an n-bit word. Dissimilar types of operations are executed by the registers, 
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and the CPU usages these registers for operating the operations. The registers will store the faded 
inputs to the system. The register will store the outcome returned by the system. 

Fetch: To take the instructions given by the users and to fetch the instruction deposited in the 
key memory. 

Decode:  To interpret the instructions which are given by the users, the decode operation is 
executed. The CPU is identified as the operation executed on the instructions. In another way we 
can say that to decode the instructions from the users, the decode operation is used. 

Execute: to store the result generates by the CPU in the memory, the execute operation is used. 
The stored result is displayed on the user's screen (Figure 8.7).  

Different types of registers:  

 

Figure 8.7:  Types of Register 

Memory address register (MAR): To comprise the memory address of the data and instruction, 
the memory register is used. To access instructions and data from memory in the execution 
phase, the MAR is used as the main task of the register. The data is to be read or to be stored by 
the CPU, and the address of that memory location is used in the MAR. 

A program counter (PC): The PC is correspondingly known as an Instruction Pointer or 
Instruction Address register. The PC contained the succeeding memory address of the 
instruction, which is executed subsequently implementing the execution of existing instruction.  
The memory address of the location of the next instruction comprises or is carried out by the 
program counter. 

Accumulator register: An Accumulator register is employed by the CPU mostly. The 
accumulator register is cast-off to collect the system result. Once the CPU generates some results 
for later processing, all the results will be stored in the accumulator register. 

Data register:The data register is cast-off to briefly store the data. This data transmits to or from 
a peripheral device. 
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Memory buffer register: it is also called the MBR register. The MBR comprises the Metadata 
of the pieces of information and instructions inscribed in or recite since memory. In other words, 
it adds is cast-off to collect the coming data/instruction from the memory and go to memory. 

Index register: The Index Register is the hardware component that stores the number. The 
number complements the computer instruction's address to generate an operative address. To 
modify the operand address during the running program the index register as a processor register 
is used in the CPU. 

 In this chapter, we study the register and counter or their different types. We also study the 
synchronous and asynchronous counter. We learn how to operate the ripple counter, binary 
ripple counter, Johnson counter, and their clock signal diagram and circuit diagram. At last, we 
discuss the program counter, data register, memory buffer register, and index register. In the next 
chapter, we will discuss the shift register. 
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The collection or combination of flip flops that are cast off to accumulate several bits of data and 
the data is stimulated after one flip flop to other is called Shift Register after the clock pulse is 
applied inside or outside the registers, the bits stored in registers are shifted. We must associate n 
number of flip flops to form an n-bit shift register. The number of bits of the binary code is 
straightly related to the No. of FF (flip-flops). The FF flip-flops are associated in such a 
technique that the first FF flip-flops outcome turns into the input of the other FF flip-flop. 

An SR (Shift Register) could change the bits on both sides to the left or the right. The register 
which is changing the bit to the left is called the left shift register. The register which is changing 
the bit to the right is called the right shift register. 

Different types of the shift register are given below: 

1. SISO (Serial In Serial Out) 
2. SIPO (Serial In Parallel Out) 
3. PISO (Parallel In Serial Out) 
4. PIPO (Parallel In Parallel Out) 
5. Bi-directional Shift Register 
6. Universal Shift Register 

Serial In Serial Out: The data is shifted to "IN" or "OUT" serially in SISO. A single bit is 
moved at a time in the right or left direction below clock control in the serial in serial out shift 
register. all the FF(flip-flops) are fixed in the "reset" state (Y3 = Y2 = Y1 = Y0 = 0) initially. The 
block diagram of SISO is specified below Figure 9.1[1]–[3]. 

 

Figure 9.1:  Serial in Serial Out 

Serial in Parallel Out: The data is agreed serially to the flip flop, and outcomes are got in a 
parallel way in the serial in a parallel-out shift register. In the SIPO “The data is accepted bit by 
bit in the register and the outcome rests deactivated till the data is not acceptable to the data 
input”. The outcomes are permitted once the data is approved to register, and the flip-flops 
comprise their yield value. The 4-bit serial in the parallel-out shift register is specified below. To 
rearrange these four flip flops, the circuit having 4 D flip flops comprises a clear and timing 
signal to reset these 4 flip flops. The input of the second flip-flop is the outcome of the first flip-
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flop and so on in serial in a parallel-out shift register. To synchronize respective flip flops, the 
same clock signal is applied to respectively flip flops. The parallel outcomes are cast-off for 
communication (Figure 9.2). 

 

Figure 9.2:  Serial in Parallel Out 

Parallel in Serial out (PISO): The data is entered in a parallel way, and the output comes 
serially in the parallel in serial out shift register. A PISO shift register of 4 bits is specified under. 
The outcome of the previous Flip Flop is the input of the flip flop. “The input and outcome are 
linked utilizing the combinational circuit”. The binary input B0, B1, B2, and B3 are agreed upon 
through this combinational circuit. The "PISO" circuit works in 2 modes first is shift mode and 
the second one is load mode (Figure 9.3). 

Load mode: After the 2nd, 4th, and 6th AND gates are operating the bits B0, B1, B2, and B3 are 
passed to the equivalent flip flops. Once the shift or load bar line is fixed to zero, these gates are 
operating. Once the edge of the clock is o, the binary inputs B0, B1, B2, and B3 will be overloaded 
into the respective flip-flop to take place the parallel loading. 

Shift mode: after the load and shift line is fixed to zero, the 2nd, 4th, and 6th gates are quiet. We 
are not capable of containing data in a parallel way. When the 1st, 3rd, and 5th gates will be 
operated, and the ever-changing data will be from the left to the right bit occurs the PISO 
operation. 

The block diagram of the PISO operation is given below: 

 

Figure 9.3: Parallel in Serial out 
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Parallel in Parallel out (PIPO), as shown in Figure 9.4: 

 

Figure 9.4: Parallel in Parallel out 

The inputs and the outcomes will come in a parallel way in the parallel-out shift register (PIPO). 
Data inputs D0, D1, D2, and D3 of the individual flip flop are straight accepted by the inputs A0, 
A1, A2, and A3. After the negative clock edge is operated, the bits of the binary input is burdened 
to the flip flops. Aimed at loading all the bits the clock signal pulses are compulsory. The loaded 
bits appeared on the output side. 

Bidirectional shift register: The bidirectional shift register executes the operation of “the binary 
number afterward shifting each bit of the number to the left by one location will be equal to the 
number generated through product the original number by two and In the similar technique, the 
binary number afterward shifting each bit of the number to the right by one location will be 
corresponding to the number generates through separating the original number by two”. it is 
required that the data should be moved in both directions,  left or right in the register for 
performing the multiplication and division operation using the shift register. The following 
registers are known as the bidirectional shift register[4]–[6]. 

The 4-bit bidirectional shift register is given below Figure 9.5: 

 

Figure 9.5: Bidirectional shift register 
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Universal shift register: the shift register in which “data is shifted in one direction is called the 
unidirectional universal shift register, The bidirectional shift register in which the data is shifted 
in both the direction is known as bidirectional shift universal register, a shift register which can 
load the data in a parallel way and shift the data in both directions, right and left is called the 
universal shift register”. 

The input M, the method switch input, is fixed to one to execute the parallel loading operation. 
The serial shifting operation is executed, if this input is fixed to zero. The circuit will effort as 
a "bi-directional" register if we attach the mode control input with the ground. The universal 
shift register block diagram is specified as follows. The universal shift register executes the 
"serial left" operation once the input is approved to the serial input.  The register accomplishes 
the serial right operation, once the input is passed the input D (Figure 9.6). 

 

Figure 9.6: Unidirectional shift register 

Data converter: data converter is utilized to convert the different kinds of data one form of data 
into another form of data as digital data is converted into analog data through a digital-to-analog 
circuit converter and analog data is converted into digital data through the analog-to-digital 
circuit converter. 

ADC Converter:  it is known as an Analog-to-Digital circuit converter.ADC Circuits convert 
the analog signal to digital form known as an ADC converter. ADC is an Integrated circuit (IC) 
that changes the data straight from continuous data to discrete data. ADC circuit converter can be 
represented by A/D, ADC, A to D. ADC circuit sign and symbol are specified as follows. The 
procedure of changing an analog signal to a digital one can be done utilizing some methods. 
There are dissimilar kinds of ADC chips accessible from dissimilar producers such as the 
ADC08xx series. An ADC circuit could be deliberate through the assistance of discrete 
apparatuses. 

The different features of the ADC circuit are represented below: 
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1. The model rate of an ADC is not anything then exactly how dissolute an ADC can 
change the indicator from analog to digital i.e convert continuous data to discrete data. 

2. Bit determination is not other than exactly how much accuracy can an analog-to-digital 
converter can convert the signal from analog to digital i.e. the accuracy of conversion of 
continuous data to discrete data. 

 

Figure 9.7:  ADC Converter 

The applications of the A/D Converter or ADCs are extant and controller arrangements, 
industrialized equipment, communiqué arrangements, and entirely additional sensory-based 
arrangements. Grouping of ADCs founded on features similar performance, bit rates, power, 
cost, etc. 

Types of A/D converter: 

Dual slope A/D converter: A resistor, capacitor, and operational amplifier grouping are formed 
in an integrated circuit by using comparison voltage produced is called a dual slope A/D 
converter. This integrator generates a saw tooth waveform on its output from zero to the value 
Vref Through the fixed value of Vref. the counter starts counting from 0 to 2^n-1 where n is the 
number of bits of A/D Converter Once the integrator waveform is taking place consistently 
(Figure 9.8). 

 

Figure 9.8: Types of A/D circuit 



 
83 Digital Electronics 

“Once the input voltage Vin is equivalent to the voltage of the waveform, formerly the controller 
circuit internments the counter value which is the digital value of the consistent analog input 
value. This Dual slope ADC is a comparatively average rate and measured speediness method”. 

Flash A/D converter: The most widely used efficient ADC in terms of its speed is the flash 
ADC converter. It is also called the parallel ADC, which comprises a series of comparators 
where each one associates the input signal through a distinctive mention voltage Vref. When the 
analog input voltage exceeds the reference voltage the outcome would be in a high state. For 
generating binary code based on higher-order input activity by ignoring other active inputs, the 
outcome is given to the priority encoder. The flash A/D converter has very high-speed devices 
and the cost of this type of converter is relatively high (Figure 9.9). 

 

Figure 9.9: flash A/D Converter 

Semi-flash ADC: This type of ADC converts mostly effort almost their restriction size through 
two distinct flash converters, where each converter determination is part of the bits for the semi-
flush method. The capability of a single flash converter is, it switches the MSB bit where the 
additional holders are the LSB bit. 

ADC0808: it is a type of ADC converter which converts analog data into digital data.ADC0808 
has eight analog inputs and eight digital outcomes.  ADC0808 permits us to display up to eight 
dissimilar transducers through simply a solo chip. This removes the essential for outside 0 and 
full-scale alterations. 

Features of ADC0808: 

1. Relaxed interface to entire microchips 
2. No outside 0 or full-scale alteration essential 
3. 8-channel multiplexer through discourse logic 
4. 0V to 5V input choice through single 5V power supply 
5. Outcomes encounter TTL voltage level provisions 
6. Carrier chip bundle through 28-pin 
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DAC (digital-to-analog converter):It is known as a Digital-to-Analog circuit converter.DAC 
Circuits convert the digital signal to analog form known as a DAC converter. DAC is an 
Integrated circuit (IC) that changes the data straight from discrete data to continuous data. DAC 
circuit converter can be represented by D/A, DAC, D to A. DAC circuit sign and symbol are 
specified as follows. The procedure of changing a Digital signal to an analog one can be done 
utilizing some methods. There are dissimilar kinds of DAC chips accessible from dissimilar 
Converters. A D/A circuit (digital to analog converter) changes arithmetical discrete input data 
into equivalent continuous outcome data. The discrete type digital data is expressed through a 
binary code, which is an arrangement of bits low (0) or high (1) which is applied to Digital to 
Analog Converters for data conversion.D/A circuit comprises numerous binary inputs and one 
outcome.  The No. of binary input data of a DAC will be equal to the 2n[7]–[10]. 

Weighted resistor DAC: A weighted resistor is a type of DAC converter that generates an 
analog outcome that is equivalent to the digital (binary) input by utilizing binary-weighted 
resistors in the reversing computer track, this binary weighted resistor D/A is known as weighted 
resistor D/A converter. 

 

Figure 9.10:  DAC converter weighted register 

R-2R Ladder circuit: it is a type of DAC circuit that overpowers to deal with the drawbacks of 
a binary weighted resistor D/A circuit converter. R-2R Ladder D/A generates an analog 
continuous outcome, that is virtually equivalent to the digital (binary) input utilizing an R-2R 
ladder circuit in the overturning computer track (Figure 9.11). 

 

 

Figure 9.11:  R2R ladder circuit 
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Semiconductor memory is a digital electronic semiconductor device that is used for digital data 
stored in computer memory. Data is stored within the MOS memory cell on a silicon-integrated 
circuit memory chip. Memory is the most important element of a digital computer system. The 
computer could not perform or execute a simple task without it. The internal memories of a 
computer system are the semiconductor memories which is most important for the fast execution 
of a computer system. It is also known as the main memory or working memory of a computer 
system. When the computer executes a program or data, that program or data is used these 
memories for storage of data. The fastest memory devices are the bipolar and metal oxide 
semiconductor memories and these are available at an effective cost because of decreasing 
continuously as LSI technology improves. 

A memorial is fair similar to a human brain, which is cast-off to collect data and commands. The 
data is to be managed and instructions essential for operation are stored in the storage space in 
computer memory. These semiconductor memories are separated into a huge number of small 
portions called cells, which are located or cell has a matchless address, which differs beginning 
from zero to memory size -1. Cache memory: To speed up the CPU, a very high-speed 
semiconductor memory is utilized called cache memory. Cache memory operates as a safeguard 
between the CPU and the key memory of the computer system. The cache memory is used to 
clamp individual parts of data and programs which are most commonly cast off by the CPU. The 
rations of data and programs are relocated from the disk to cache recollection by the functioning 
scheme, wherever the CPU container admits them[1]–[3]. 

Types of memory: memory is classified into two types which are given below: 

RAM (Random Access Memory): it isalso called the read-write memory or the main memory 
or the primary memory. The programs and data that the CPU requires during the execution of a 
program are stored in this memory. It is also volatile memory as the data is lost when power is 
turned off.  The internal memory of the CPU for storing data, program, and program results is 
called RAM. Each storage location inside the memory is as easy to reach as other locations and 
takes the same amount of time, so each storage location inside the memory is as easy to reach as 
other locations and takes the same amount of time. The data which is stored in RAM can access 
randomly and its cost is very high. The size of RAM is quite small but it can store huge amounts 
of data. 

RAM (Random Access Memory) is a hardware device usually situated on the motherboard of a 
computer and performances as an inner memorial of the Central Processing Unit after you switch 
on the computer, it permits the CPU to store data, program, and package outcomes.  The info can 
be written to it as well as read from this memory so it is called read and write memory of a 
computer. It does not store data or instructions permanently because RAM is a volatile memory.  
The data and instructions from the hard disk are stowed in the RAM, once you switch on the 
computer. The operating system and the program are loaded into RAM generally from an HDD 
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or SSD, once the computer is rebooted, and after you open a program and CPU uses this data to 
execute the compulsory odd jobs. The RAM loses the data when you shut down the computer. 
Once the computer is turned off, the data remnants in the RAM are extended as the computer is 
on and lost. , the data remains in the RAM as long as the computer is on and lost. The data 
reading from the RAM is much faster than reading from the hard drive is the benefit of loading 
the data into the RAM. 

RAM is further divided into two types: 

SRAM (Static RAM): The term static specifies that the memory recollects its substances by 
way of extended by way of power being provided. Though, data vanished once the power 
becomes cut off owing to an unstable environment. SRAM package usage a matrix of 6 
transistors and no capacitors. Transistors do not need the power to avoid a leak, so SRAM 
essential not be rested happening an even foundation. RAM is made up of D-type flip-flops and 
it holds the content as long as the power is available. SRAM is faster than DRAM and it is more 
expensive. 

It cannot store many bits per chip. It uses more power and generates more heat. SRAM is used as 
a cache memory. Static RAM has a superior prearrangement of transistors that varieties a flip-
flop, a kind of memory cell, one memory cell supplies one bit of data. The maximum of the 
current SRAM memory cells are through six CMOS transistors, nevertheless, absence capacitors 
are not available. By using SRAM, the access time in SRAM chips dismiss stands by way of 
little as 10 nanoseconds While the access time in DRAM frequently leftovers overhead 50 
nanoseconds. 

The six-transistor arrangement of its circuit upholds the flow of current in one direction or the 
other (0 or 1), so SRAM operation is very fast. Lacking to come for the capacitor to seal up or 
ditch, the 0 or 1 state can be written and read suddenly. The current synchronous static RAM 
chips overlay read and write operations, as the initial asynchronous static RAM chips executed 
read and write operations successively.The disadvantage of SRAM is that its memory cells 
inhabit additional astronomical on a chip than the DRAM memory cells for a similar quantity of 
storing interplanetary (memory) as it has additional quantities than a DRAM. So, it proposes 
fewer memorials apiece bit[4]–[6]. 

DRAM (Dynamic RAM): It is similarly prepared awake of memory cells, and “It is an 
integrated circuit (IC) prepared of lots of transistors and capacitors which are very minor in size 
and respectively transistor is wrinkled up by a capacitor to generate an actual compressed 
memory cell consequently that lots of them can fit on a single memory chip. So, a memory cell 
of a DRAM has one transistor and one capacitor then individually cell signifies or provisions a 
solitary bit of data in its capacitor inside a combined route”. The capacitor grips this bit of info or 
data, moreover as 0 or as 1. The electric circuit on the memory chip to read the capacitor and 
change its state allows by the transistor is also present in the memory cell and acts as a switch. 
The capacitor requires to remain rested afterward even during intermissions to uphold the 
custody of the capacitor. Due to this drawback, it is named dynamic RAM as it wants to be 
relaxed endlessly to uphold its information or it wanted to disremember whatever it is an 
allotment. This is achieved by placing the memory on a refresh circuit that rewrites the data 
several hundred times per second. To enhance or access the timing in Dynamic RAM is about 60 
nanoseconds (Figure 10.1). 
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Difference between SRAM and DRAM: 

Table 10.1:  Difference between SRAM and DRAM 

DRAM SRAM 

It is made up of capacitors that leak 
electricity. 

It is made up of D-type flip-flops. 

It requires refreshing every few variations to 
maintain its data. 

It holds its content as long as power is 
available. 

It is slower than SRAM. It is faster than DRAM. 

 It is inexpensive. It is expensive. 

It can store many bits per chip. It can store several bits per chip.  

It consumes less power. It consumes more power. 

It generates less heat. It produces more heat. 

It is utilized as the main memory. It is used as a cache memory 

ROM (Random only Memory): it stands for Random Only Memory. Random Access Memory 
(ROM) is a memory method or storage intermediate in which data is stored eternally. It is 
likewise the main memory element of a processor laterally through the RAM. We could 
individually read the programs and data kept on it but cannot write on it, so it is called Random 
Only Memory. It is limited to interpretation arguments that are enduringly deposited inside the 
memory element. The producer of ROM seals the programs keen on the ROM at the time of 
built-up the ROM. Afterward, the content of the ROM dismiss be changed, which revenues you 
dismiss reprogram, rewrite, or remove its contented pieces of information. Though, there are 
several kinds of ROM wherever you can adjust the data and piece of pieces of information. ROM 
comprises superior interior electric waves of anger that can be automated for a specific 
interconnection arrangement (data). The binary data kept in the chip is stated by the producer and 
formerly entrenched in the component at the time of built-up to procedure the obligatory 
interconnection design (data).it halts inside the component smooth once the power is rotated off, 
after the design (data) is recognized. Consequently, it holds the data even when the power is 
rotated off, or you close down your processor, it is a non-volatile memory (Figure 10.1). 

 

Figure 10.1:  Represent the ROM 
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The internal structure of ROMs: The internal structure contains two elementary mechanisms: 
interpreter and OR gates. An interpreter is a path that interprets a programmed procedure (such 
as by way of binary implied decimal, BCD) to a number form. Consequently, the effort is in the 
binary procedure, and the outcome is its number (decimal) corresponding. Entirely the OR gates 
existing in the ROM will need the outcomes of the interpreter as the outcomes (Figure 10.2).  

 

Figure 10.2:  Internal structure of ROM 

Above ROM comprises 64 arguments of 4 bits respectively. Consequently, nearby desired to be 
4 outcomes outlines, and unique of the 64 arguments accessible on the amount produced lines is 
dogged after the 6 input lines as we require simply 6 inputs since in this ROM we require 26 = 
64, consequently we container require 64 addresses or minterms. Intended for each address input, 
here is an exclusive designated term. Aimed at instance, uncertainty the input address is 000000, 
expression amount 0 determination be designated and practical to the outcomes lines. 
Uncertainty the input address is 111111, and expression number 63 is designated and functional 
to the outcome lines. 

Types of ROM: the different types of ROM are specified below- 

MROM (Masked Read Only Memory): It is the eldest kind of ROM. It is not cast off wherever 
in today's world because it has developed outdated. The programs and directives are kept at the 
time of built-up by the producer consequently it is named hardware memory devices. 
Consequently, it is automated throughout the built-up procedure, and termination is changed, and 
reprogrammed, before being removed earlier.The MROM imperfections are prepared of 
integrated circuits. Imperfections direct a current over a specific input-output passageway 
resolute by the position of tempers amongst the rackets and pillars on the mark. The existing 
must permit sideways a fuse-enabled track, consequently, it dismisses reoccurrence simply 
through the outcome the builder selects. This is the aim of the redrafting and any additional 
alteration is not unmanageable in this celebration[7]–[10]. 
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PROM (Programmable Read Only Memory): PROM is an absolute system of ROM. It is 
artificial as absolute memory and automated afterward built-up. We can about that it is reserved 
absolute at the time of industrialization. You can achieve and formerly package it when utilizing 
a singular tool named a computer operator. Cutting-edge the chip, the current movements over 
wholly conceivable paths. The computer operator can pick one specific pathway aimed at the 
current by sweltering undesirable fits of anger by distributing a great power over them. The 
operator has the chance to plug in it or to improve data and directives by way of apiece his 
obligation. Owing to this motive, it is correspondingly identified as the user-programmed ROM 
as an operator could plug in it. To inscribe pieces of information against a PROM chip; a method 
called PROM computer operator or PROM burner is castoff. The procedure or program design of 
a PROM is recognized as scorching the PROM. When it is automated, the pieces of information 
dismiss be changed advanced, consequently, it is too named a one-time programmable expedient. 

Uses: It is cast off in mobile phones, videocassette game tools, medicinal strategies, RFID labels, 
and additional. 

Erasable and Programmable ROM: EPROM is a kind of ROM that could be reprogrammed or 
re-executed and removed numerous times periods. The technique to remove the information is 
dissimilar; it originates through a quartz window finish in which an exact incidence of infrared 
light is approved aimed at about forty minutes to remove the pieces of information. So, it 
recollects its content till it is unprotected from electromagnetic light. You essential a superior 
method named a PROM computer operator or PROM burner to reprogram and reoperate the 
EPROM. 
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A microprocessor is a programmable microelectronic device package. It has calculating and 
decision-making abilities the same as to CPU (central processing unit) of a computer system 
network. Any microchip created on a system needing an imperfect number of properties is called 
a laptop computer. The microprocessor can be understood in just about totally kind of 
microelectronic device like mobile phones, laser photocopiers, laundry pieces of machinery, etc. 
Microprocessors are also cast off in progressive submissions like radars, satellite broadcasting, 
and air travel owing to the fast progression in microelectronic production and significant addition 
of strategies consequences in a major price decrease and amplified submissions of the microchip 
and their byproducts. 

A microprocessor is a guiding component of a micro-computer, made up of a minor chip chain 
of execution ALU actions and collaborating through the others strategies associated with it. The 
microprocessor comprises an ALU register collection and a controller component. ALU executes 
arithmetic and rational procedures on the documents conventional from the recollection or an 
input method. Register array comprises of register recognized by letters such as B, C, D, E, H, L, 
and accumulator. The control component panels the movement of numbers and directives inside 
the computer. The microprocessor is a programmable, multipurpose, clock-driven, register-based 
microelectronic scheme that states binary directives as of a data collection device named 
memorial, receives binary information as input and procedures pieces of information conferring 
to individual’s commands, and delivers outcomes (Figure 11.1)[1]–[3]. 

 

Figure 11.1: Microprocessor 

A microprocessor involves an ALU, controller unit, and record collection. 
Wherever ALU executes mathematics and rational procedures on the information established 
after a contribution expedient or recollection. The controller unit controlled the directives and 
movement of information inside the processor. And, record collection comprises of record 
register recognized by letters such as B, C, D, E, H, L, and an accumulator. 
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Evolution of microprocessors: microprocessors could classify conferring to the generations or 
conferring to the opportunity of the microprocessorwhich is cast off in the laptop computer. 

First generation: the first group of microchips was familiarized in the year 1971-1972 by Intel 
Corporation, called Intel 4004 subsequently it was a 4-bit supercomputer. It was a PC on a 
solitary chip. It can execute artless mathematics and rational operations such as addition, 
subtraction, Boolean OR, and Boolean AND. I took a controller unit that accomplished execution 
controller purposes corresponding to fetching an instruction as of storing memory, interpreting it, 
and formerly producing controller pulsations to operate on instructions. 

Second generation: in this type of generation microprocessors stayed presented in 1973 by Intel. 
It was the first 8-bit microprocessor that could execute mathematics and logic operations 
arranged 8-bit arguments. It was Intel 8008, and the additional enhanced variety was Intel 8088. 

Third generation: The third-generation microprocessors, presented in 1978 remained signified 
through Intel's 8086, Zilog Z800, and 80286, which stayed 16-bit processors through a 
performance similar to mini-computers. It is a 16-bit processor. 

Fourth generation: Numerous dissimilar corporations presented the 32-bit microprocessors, 
nevertheless the greatest general unique is the Intel 80386. It is 32- a bit microprocessor. 

Fifth generation:  the fifth-generation microprocessor is from 1995 to now. Afterward 80856, 
Intel originated available by a novel computer specifically the Pentium processor tracked 
through the Pentium Pro CPU, which permits numerous CPUs in a single organization to 
accomplish multitasking. 

Features of microprocessor:  

1. Low Cost – the microprocessor is accessible at a very low cost due to integrated circuit 
technology.  Integrated circuits will decrease the price of a computer operating system. 

2. High Speed: The microprocessor could work at actual high speed due to the technology 
elaborated in it. It can perform millions of commands per second. 

3. Small Size:  due to very large scale and ultra large-scale integration technology, a 
microprocessor is fabricated in a very less footprint. Due to this drawback, the size of the 
computer system is decreased. 

4. Versatile - The similar chip could be cast-off and designed for numerous applications, 
consequently, microprocessors are versatile. 

5. Low Power Consumption – it consumes less power, so Microprocessors are employing 
metal oxide semiconductor technology. 

6. Less Heat Generation - Microprocessors use semiconductor equipment that will not 
produce far heat as associated with vacuum tube devices. 

7. Reliable – it is very reliable and the failure rate is very less because it uses semiconductor 
technology. 

8. Portable – Microprocessors are portable, due to their small size and low power 
consumption. 

8085 Microprocessor: 8085 is an 8-bit microprocessor which is designed in 1977 by NMOS 
technology. We will study the features of 8085 as follows:  
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• 8085 microprocessor is a 40-pin Integrated circuit package that is fabricated on a single 
LSI chip. 

• It operates on a single +5Vd.c. supply. 
• It operates on a frequency between 3 -5 MHz. 
• It is an 8-bit microprocessor. 
• It has 16 address buses (16-bit) from AD0, AD1, to AD7 and A8, A9,.…..A15  which can 

address up to 64KB. 
• It has a 16-bit stack pointer register 
• It has a 16-bit PC (Program Counter) register. 
• It has 6 general purposes 8-bit  register i.e. B, C, D, E, H, L, and it can operate as a 16-bit 

register as work in pair BC, DE, and HL. 
• It has 5 interrupt signals. 
• It has 8 data buses. 
• It is a Nmos technology microchip. 

The architecture of 8085: 8085 comprises various units and each unit executes its purposes. 
The numerous components of a microprocessor are enumerated lower (Figure 11.2):  

1. Accumulator 
2. Arithmetic and logic unit 
3. General purpose register 
4. Program counter 
5. Stack pointer 
6. Temporary register 
7. Flag register 
8. Instruction registers and decoder 
9. Timings and control circuit 
10. Interrupt control 
11. Address buffer and address data buffer 
12. Address bus and data bus 

Accumulator: An accumulator is nobody nevertheless a register whose container accepts 8-bit 
data. Accumulator assistances in storing binary numbers. The pieces of information to be treated 
by mathematics and logic component is kept in the accumulator register. It correspondingly 
stores the outcome of the process approved and available by the Arithmetic and Logic 
components. The accumulator has correspondingly titled an 8-bit register, which can store the 8-
bit binary data. The accumulator is associated with the Interior Data bus and Arithmetic and 
logic unit component devices. To send or receive data from the Internal Data bus the 
accumulator is cast off.  ALU executes the arithmetic and logical operations: Addition, 
Subtraction, Logical AND, Logical OR, Logical EXCLUSIVE OR, Complement (Logical NOT), 
Increment, Decrement, Left shift, Rotate left, Rotate right, Clear, etc. 

Register: Microprocessors are cast off for temporary storage and operation of data and 
commands in the register. They are sent to the I/O devices or memory Data remain in the 
registers till. Intel 8085 microprocessor has the succeeding registers is used for the storage of 
data and execution of commands: such as an 8-bit accumulator register (A), Six general purpose 
registers (B, C, D, E, H, and L), the stack pointer (SP), Program Counter (PC), Instruction 
register, Temporary register. In accumulation to the above-stated registers, the 8085 



 
95 Digital Electronics 

microprocessor comprises a set of 5 flip-flops that designate approximately circumstances that 
rises afterward the implementation of an arithmetic or logical instruction operation and 
commands. 

 

Figure 11.2: Architecture of 8085 

ALU: Arithmetic and Logic Unit is continuously a requirement to execute arithmetic actions 
similar to add, subtraction, multiplication, and divide and to execute rational processes like 
AND, OR, NOT, etc. therefore, the current is a requirement aimed at manufacturing a distinct 
component that can execute such categories of actions. These actions are executed through the 
Arithmetic and Logic Unit (ALU).arithmetic logic unit executes these processes on 8-bit 
numbers. Except we must have an involvement (or) fact on which the anticipated process is to be 
executed, these operations cannot be executed.  An accumulator is cast-off to deal with the 
purpose from where these inputs spread the ALU. ALU develops its Input afterward the 
accumulator and impermanent register. The consequence is kept back in the accumulator 
afterward dealing out the essential actions[4]–[6]. 

General-Purpose Registers: it comprises six 8-bit general purpose registers which are: B, D, C, 
E, H, and L registers. The pairs of two 8-bit registers are utilized to store the 16–bit data. 
The grouping of two 8-bit registers is called register pair. The usable register pairs in the 8085 
are BC, DE, and HL. HL register pair is also used to doing as a memory pointer. 

1. Program Counter (PC): program counter is a 16-bit general purpose register in which 
the address of memory is of the next instruction to be executed upheld by the program 
counter (PC). While the instruction is being executed is tracked by the program counter. 
The end of the execution of an instruction it points to the next instruction's address in the 
program because the microprocessor increments the data of the next program during the 
execution of an instruction. 
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2. Stack Pointer (SP):  stack pointer is a 16-bit general purpose function register castoff as 
memory pointer and a main portion of RAM. The data of individual registers are saved, 
which are needed in the later part of the program are stored in the stack pointer. 
The addressing of the stack is controlled by the stack pointer. The address of the top 
element of data stored in the stack comprises the stack pointer. 

3. Instruction Register: This register fetches the opcode (operation code or instruction 
code) machine cycle of the instruction which is being decoded and executed and is stored 
in the instruction register. 

4. Temporary Register: temporary register is an 8-bit general register connected using the 
ALU arithmetic logic unit element. The data during an arithmetic/logical operation is 
stored in a temporary register. The temporary register is not reachable to the programmer 
and it is utilized in the microprocessors. 

Flags: The Intel 8085 microprocessor comprises five flip-flops to attend as position flags. 
During the execution of an arithmetic or logical operation, the flip flops are set or reset according 
to construction. The five status flags register is used in the 8085 microprocessor carry flag, parity 
flag, auxiliary carry flag, and zero flags, sign flag. 

Interrupt control: The control interrupts a process that considers that a microprocessor is 
executing the main program. The microprocessor changes the controller from the key program to 
process the incoming request and afterward the completion of the request, the control drives back 
to the main program whenever the interrupt signal is enabled or requested. To acquire that the 
data is ready for input, an Input/output device may send an interrupt signal and the 
microprocessor provisionally breaks the accomplishment of the main program and transmissions 
governor to the I/O devices element. The control is transferred back to the main program after 
collecting the input data. There are 5 Interrupt signals which are existing in the 8085 
microprocessor: • INTR • RST 7.5 • RST 6.5 • RST 5.5 •and TRAP INTR acknowledgment. 
Usually one of these instructions: One of the 8 RST instructions (RST0 - RST7), Once the 
interrupt occurs the processor fetches from the bus one instruction. Address of which is specified 
in the second and third bytes of the instruction the processor calls the subroutine.  

Address and data bus: 8 bits of data can be transmitted in parallel from or to the 
microprocessor because 8085 is an 8-bit microprocessor whose data bus is 8-bit wide. As the 
memory addresses are 16-bits Intel 8085 requires an address bus of 16-bit wide. The address bus, 
A-bus (pins A8 - A15) transmits the 8 most significant bits of the address.  The data/address bus, 
AD-bus (pins AD0 - AD7) are transmit the 8 least significant bits of the address (Figure 11.3). 

Pin configuration: 

Address Bus and Data Bus 

A8 - A15 (Output): These address bus lines are cast off for the MSB of the memory address or 8 
bits of I/O address. 

AD0 - AD7 (Input/Output): These multiplexed addresses/data buses serve dual purposes. They 
are used for the least significant 8 bits of the memory address or I/O address during the first 
cycle and again they are used for data during the 2nd and 3rd clock cycles. 
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Figure 11.3: pin diagram 8085 

Control and Status Signals 

1. ALE (Output): during the first clock cycle of a machine cycle Address Latch 
Enable signal (ALE) goes high and enables the lower 8 bits of the address to be latched 
either into the memory or external latch. 

2. IO/M (Output): the address is for memory or the I/O device is distinguished by status 
signal. 

3. S0, S1 (Output): To distinguish the various types of operation these status signals are used 
sent by the microprocessors. 

4. RD (Output): RD is a signal to control READ operation. When it goes low, the selected 
I/O device or memory is read. 

5. WR (Output): WR is a signal to control the WRITE operation. When it goes low, the data 
bus' data is written into the selected memory or I/O location. 

6. READY (Input): It is used by the microprocessor to sense whether a peripheral is ready 
to transfer data or not. If READY is high, the peripheral is ready. If it is low the 
microprocessor waits till it goes high. 
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Interrupts and Externally Initiated Signals 

1. HOLD (INPUT): HOLD specifies that an alternative device is demanding the use of the 
address and data bus. 

2. HLDA (OUTPUT): HLDA is a signal for HOLD acknowledgment which indicates that 
the HOLD request has been received. After the removal of this request, the HLDA goes 
low. 

3. INTR (Input): INTR is an Interrupt Request Signal. Among interrupts, it has the 
lowest priority. The INTR is enabled or disabled by software. 

4. INTA (Output): INTA is an interrupt acknowledgment sent by the microprocessor 
after INTR is received. 

5. RST 5.5, 6.5, 7.5, and TRAP (Input): When any interrupt is recognized the next 
instruction is executed from a fixed location in the memory. 

Reset Signals 

RESET IN (Input): It resets the program counter (PC) to 0. It also resets interrupt enable and 
HLDA flip-flops. The CPU is held in reset condition till RESET is not applied. 

RESET OUT (Output): RESET OUT indicates that the CPU is being reset. 

Clock Signals 

X1, X2 (Input): X1 and X2 are terminals to be connected to an external crystal oscillator that drives 
an internal circuitry of the microprocessor. It is used to produce a suitable clock for the operation of 
the microprocessor. 

CLK (Output): CLK is a clock output for the user, which can be used for other digital ICs. Its 
frequency is the same at which the processor operates. 

Serial I/O Signals 

SID (Input): SID is the data line for serial input. The data on this line is loaded into the seventh bit 
of the accumulator when the RIM instruction is executed. 

SOD (Output): SOD is a data line for serial output. The seventh bit of the accumulator is output on 
the SOD line when SIM instruction is executed. 

Instruction word size:According to the word size, the Intel 8085 instructions are classified into 
the following three types: 

1. One byte instruction 
2. Two-byte instruction 
3. Three-byte instruction 

1. One-byte instruction:  

MOV A, B - Move the data of register B to register A. 

ADD B - Add the data of register B to the data of the accumulator. 

2. Two-byte instruction: In two-byte tutoring, the first byte of the tutoring is its opcode fetch and 
the second byte is either data or address. 
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Example: 

MVI B, 05; 05 moved to register B. 

06, 05; MVI B, 05 is in the code form. 

The first byte 06 is the opcode for MVI B and the second byte 05 is the data that is to be moved 
to register B. 

3. Three-byte instruction: The first byte of the instruction is its opcode and the second and third 
bytes are either 16-bit data or 16-bit addresses. 

LXI H, 2400H; Load H-L Pair with 2400H 

21, 00, 24; LXI H, 2400H in the code form 

The first byte 21 is the opcode for the instruction LXI H. The second 00 is 8 LSBs of the data 
(2400H), which is loaded into register L. The third byte 24 is 8 MSBs of the data (2400H), which 
is loaded into register H. 

Addressing Modes:  Every instruction of a program has to operate on data. The method of 
specifying the data to be operated by the instruction is called Addressing. The 8085 has the 
following 5 different types of addressing. 

1. Immediate Addressing 
2. Direct Addressing 
3. Register Addressing 
4. Register Indirect Addressing  
5. Implied Addressing 

Immediate Addressing: the data is identified in the instruction itself because The data will be a part 
of the program instruction In immediate addressing mode,  EX. MVI B, 3EH - Move the data 3EH 
given in the instruction to B register; LXI SP, 2700H. 

Direct Addressing: the address of the data is specified in the instruction. The data will be in 
memory. In this addressing mode, the program instructions and data can be stored in different 
memory In direct addressing mode, EX. LDA 1050H - Load the data available in memory location 
1050H into accumulator; SHLD 3000H  

Register Addressing: the instruction specifies the name of the register in which the data is available 
In register addressing mode, EX. MOV A, B - Move the data of B register to A register; SPHL; 
ADD C. 

Register Indirect Addressing: the instruction specifies the name of the register in which the address 
of the data is available in register indirect addressing mode. Here the data will be in memory and the 
address will be in the register pair. EX. MOV A, M - The memory data addressed by the H L pair is 
moved to the A register. LDAX B. 

Implied Addressing: the instruction itself specifies the data to be operated in implied addressing 
mode EX. CMA - Complement the data of the accumulator[7]–[10]. 

Timing Diagrams: The technique used to time diagram is the presentation of the beginning of 
read/write and transmission of data processes below the controller of 3-status signals IO/M’, S1, and 
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S0. Respectively machine cycle is collected from numerous clock series. Subsequently, the data and 
instructions, together are deposited in the recollection, and the µP executes a fetch process to read 
the tutoring or statistics and formerly perform the tutoring. The 3-status indications: IO / M’, S1, and 
S0 are produced at the start of respectively machine cycle. The characteristic combination of these 3-
status signals classifies the read or write process and leftovers binding for the period of the cycle. 
Consequently, the time occupied by somewhat µP to perform one tutoring is designed in rapports of 
the alarm clock retro. The accomplishment of tutoring permanently needs to be delivered and writes 
operations to transfer data to or from the µP and memory or I/O devices. Respectively read/ write 
operation establishes one mechanism cycle. Respectively machine cycle comprises numerous clock 
periods/ cycles, named T-states.  Each process is confidential the microprocessor is below the 
controller of the clock sequence. The clock signal controls the time occupied by the microprocessor 
to implement any training. The national is clear as the period interval among the 2-trailing or 
foremost limits of the timepiece. The mechanism sequence is the time compulsory to convey pieces 
of information to or after recollection or I/O devices. The 8085 microprocessors must have 5 
rudimentary mechanism series. They are •the Opcode fetch cycle (4T) • Memory read cycle (3 T) • 
Memory writes cycle (3 T) • I/O read cycle (3 T) • I/O write cycle (3 T) 

8085 microprocessor instructions: 

Data transfer group: Commands that are cast off to convey the data from one register to an 
additional register afterward memory to register or register to memory derive underneath this 
collection (Table 11.1). 

Table 11.1: Data transfer instructions 

Opcode Operand Meaning Explanation 

MOVE Rd, Sc 

M, Sc 

Dt, M 

Print from the source 
(Sc) to the destination 
(Dt) 

This order prints the data of the source register 
into the destination register lacking slight 
alteration. 

MVI Rd, data 

M, data 

Move immediate 8-bit The 8-bit data is deposited in the destination 
register or memory. 

LDA 16-bit 
address 

Load the accumulator The data of a memory location, specified by a 
16-bit address in the operand, are copied to the 
accumulator. 

LDAX B/D Reg. 
pair 

Load the accumulator 
indirect 

The data of the designated register pair point to 
a memory location. This instruction prints the 
data of that memory location into the 
accumulator. 

LXI Reg. pair, 
16-bit data 

Load the register pair 
immediate 

The instruction loads 16-bit data in the register 
pair designated in the register or the memory. 

LHLD 16-bit 
address 

Load H and L 
registers direct 

The instruction prints the data of the memory 
location pointed out by the address into register 
L and prints the data of the next memory 
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location into register H. 

STA 16-bit 
address 

16-bit address The data of the accumulator are copied into the 
memory location specified by the operand. 

This is a 3-byte instruction, the second byte 
specifies the low-order address and the third 
byte specifies the high-order address. 

STAX 16-bit 
address 

Store the accumulator 
indirect 

The data of the accumulator are copied into the 
memory location specified by the data of the 
operand 

S H L 
D 

16-bit 
address 

Store H and L 
registers direct 

The data of register L are stored in the memory 
location specified by the 16-bit address in the 
operand and the data of the H register are stored 
in the next memory location by incrementing 
the operand. 

This is a 3-byte instruction, the second byte 
specifies the low-order address and the third 
byte specifies the high-order address. 

XCHG None Exchange H and L 
with D and E 

The data of register H are exchanged with the 
data of register D, and the data of register L are 
exchanged with the data of register E. 

SPHL None Print H and L 
registers to the stack 
pointer 

The instruction loads the data of the H and L 
registers into the stack pointer register. The data 
of the H register provide the high-order address 
and the data of the L register provide the low-
order address. 

XTHL None Exchange H and L 
with the top of the 
stack 

The data of the L register are exchanged with 
the stack location pointed out by the data of the 
stack pointer register. 

The data of the H register are exchanged with 
the next stack location (SP+1). 

PUSH Reg. pair Push the register pair 
onto the stack 

The data of the register pair designated in the 
operand are copied onto the stack in the 
following sequence. 

The stack pointer register is decremented and 
the data of the high-order register (B, D, H, A) 
are copied into that location. 

The stack pointer register is decremented again 
and the data of the low-order register (C, E, L, 
flags) are copied to that location. 
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POP Reg. pair Pop off the stack to 
the register pair 

The data of the memory location pointed out by 
the stack pointer register are copied to the low-
order register (C, E, L, status flags) of the 
operand. 

The stack pointer is incremented by 1 and the 
data of that memory location are copied to the 
high-order register (B, D, H, A) of the operand. 

The stack pointer register is again incremented 
by 1. 

OUT 8-bit port 
address 

Output the data from 
the accumulator to a 
port with an 8bit 
address 

The data of the accumulator are copied into the 
I/O port specified by the operand. 

IN 8-bit port 
address 

Input data to the 
accumulator from a 
port with an 8-bit 
address 

The data of the input port designated in the 
operand are read and loaded into the 
accumulator. 

Arithmetic group as shown in Table 11.2:  

Table 11.2: Arithmetic operation instructions 

Instruction Set Explanation States Flags Addressing 

mode 

Machine 

Cycles 

ADD r 
[A] ←[A]+[r] 

Add register to the 
accumulator 

4 All Register 1 

ADD M 
[A] ← [A] + 
[[H-L]] 

Add memory to the 
accumulator 

7 All Register 
indirect 

2 

ACC r 
[A] ← [A] + [r] 
+ [CS] 

Add register with carry to 
accumulator 

4 All Register 1 

ADC M 
[A] ← [A] + 
[[H-L]] [CS] 

Add memory with carry to 
accumulator 

7 All Register 
indirect 

2 

ADI data 
[A] ← [A] + 
data 

Add immediate data to the 
accumulator 

7 All Immediate 2 
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ACI data 
[A] ← [A] + 
data + [CS] 

Add with carry immediate 
data to accumulator 

7 All Immediate 2 

DAD rp 
[H-L] ←[H-L] 
+ [rp] 

Add register paid to H-L 
pair 

10 CS Register 3 

SUB r 
[A] ←[A]-[r] 

Subtract register from the 
accumulator 

4 All Register 1 

SUB M 
[A] ← [A] - 
[[H-L]] 

Subtract memory from the 
accumulator 

7 ALL Register 
indirect 

2 

SBB r 
[A] ←[A]-[H-
L]] - [CS] 

Subtract memory from 
accumulator with borrow 

7 All Register 
indirect 

2 

SUI data 
[A] ←[A]-data 

Subtract immediate data 
from the accumulator 

7 All Immediate 2 

SBI data 
[A] ←[A]-data-
[CS] 

Subtract immediate data 
from the accumulator with 
borrow 

7 All Immediate 2 

INR r 
[r] ←[r]+1 

Increment register content 4 All except 
carry flag 

Register 1 

INR M 
[[H-L]] ←[[H-
L]]+1 

Increment memory content 10 All except 
carry flag 

Register 
indirect 

3 

DCR r 
[r] ←[r] -1 

Decrement register content 4 All except 
carry flag 

Register 1 

DCR M 
[[H-L]] ← [[H-
L]]-1 

Decrement memory 
content 

10 All except 
carry flag 

Register 
indirect 

3 

INX rp 
[rp] ←[rp]+1 

Increment memory content 6 None Register 1 

DCX rp 
[rp] ←[rp]-1 

Decrement register pair 6 None Register 1 

DAA Decimal adjust 
accumulator 

4   1 

Logical group as shown in Table 11.3: 
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Table 11.3: Logical group instructions 

Instruction Set Explanation States Flags Addressing Machine 
Cycles 

ANA r 
[A] ←[A]∧[r] 

AND register with the 
accumulator 

4 All Register 1 

ANA M 
[A] ←[A]∧[[H-]] 

AND memory with an 
accumulator 

4 All Register 
indirect 

2 

ANI data 
[A] ← [A] ∧ [data] 

AND immediate data 
with accumulator 

7 All Immediate 2 

ORA r 
[A] ←[A]∨[r] 

OR-register with 
accumulator 

4 All Register 1 

ORA M 
[A] ←[A]∨[[H-L]] 

OR-memory with 
accumulator 

7 All Register 
indirect 

2 

ORI data 
[A] ← [A] ∨ [data] 

OR -immediate data 
with accumulator 

7 All Immediate 2 

XRA r [A] ← [A]∀[r] XOR register with 
accumulator 

4 All Register 1 

XRA M [A] ← [A] ∀ 
[[H-L]] 

XOR memory with 
accumulator 

7 All Register 
indirect 

2 

XRI data [A] ←[A] ∀ 
[data] 

XOR immediate data 
with accumulator 

7 All Immediate 2 

CMA [A] ←[A] Complement the 
accumulator 

4 None Implied 1 

CMC 
[CS] ←[CS] 

Complement the carry 
status 

4 CS  1 

STC 
[CS] ← 1 

Set carry status 4 CS  1 

CMP r 
[A]-[r] 

Compare register with 
accumulator 

4 All Register 1 

CMP M 
[A] - [[H-L]] 

Compare memory with 
accumulator 

7 All Register 
indirect 

2 

CPI data 
[A] - data 

Compare immediate 
data with accumulator 

7 All Immediate 2 

RLC 
[An+1] ←[An], [A0] 

Rotate accumulator left 4 Cs Implied 1 
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←[A7], [CS] ←[A7] 

RRC 
[A7] ←[A0], [CS] 
←[A0], [An] ←[An+1] 

Rotate accumulator right  CS Implied 1 

RAL 
[An+1] ←[An], [CS] 
←[A7], [A0] ←[CS] 

Rotate accumulator left 
through carry 

 CS Implied 1 

RAR 
[An] ←[An+1], [CS] 
←[A0], [A7] ←[CS] 

Rotate the accumulator 
right through carry 

 CS Implied 1 

Conditional jump (Table 11.4):  

Table 11.4: Conditional jump instructions 

Jump addr 
(label) 
[PC] ← 
Label 

Conditional jump: jump to the instruction specified by the address 
if the specified condition is fulfilled 

10, if true 
and 
7, if not 
true 

3, if true 
and 
2, if not 
true 

Unconditional jump (Table 11.5):  

Table 11.5: Unconditional jump 

JMP addr 
(label) 
[PC] ← Label 

Unconditional jump: jump to the instruction specified by 
the address 

10 None Immediate 3 

PCHL (Table 11.6): 

Table 11.6:  PCHL Instructions 

PCHL 
[PC] ← [H-L], 
[PCH] ←[H], [PCL] ←[L] 

Jump address specified by H-L pair 6 None Register 1 

Stack, I/O, and Machine Control Group (Table 11.7): 

Table 11.7:  Stack I/O and machine control instructions 

Instruction 
Set 

Explanation States Flags Addressing Machine 
Cycles 

IN port - 
address 
[A] ← 

Input to accumulator 
from I/O port 

10 None Direct 3 
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[Port] 

OUT port-
address 
[Port] ← 
[A] 

Output from the 
accumulator to the 
I/O port 

10 None Direct 3 

PUSH rp 
[[SP] - 1] ← 
[rh], 
[[SP] - 2] ← 
[rh], 
[SP] ← [SP] 
- 2 

Push the content of 
the register pair to 
stack 

12 None Register(source)/register 
Indirect(destination) 

3 

PUSH PSW 
[SP]-1] ← 
[A], 
[[SP] -2] ← 
PSW, 
[SP] ← [SP] 
- 2 

Push processor word 12 None Register(source)/register 
Indirect(destination) 

3 

POP rp 
[rl] ← [ [ SP 
] ], 
[rh] ← 
[[SP]+1], 
[SP] ← [SP] 
+ 2 

Pop the content of the 
register pair, which 
was saved, from the 
stack 

10 None Register(source)/register 
Indirect(destination) 

3 

HLT Halt 5 None  1 

XTHL 
[L] ↔ 
[[SP]], 
[H] ↔ [[SP] 
+ 1] 

Exchange top stack 
with H-L 

16 None Register indirect 5 

SPHL 
[H-L] → 
[SP] 

Moves the contents of 
the H-L pair to the 
stack pointer 

6 None Register 1 

EI Enable Interrupts 4 None  1 

SIM Set Interrupts Masks 4 None  1 

RIM Read Interrupts 
Masks 

4 None  1 
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NOP No Operation 4 None  1 
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The 8086 Microchip is a superior form of the 8085Microprocessor that was deliberate through 
Intel in 1976. 8086 is a 16-bit Microchip obligating 20 address outlines and 16 data outlines that 
offer active to 1MB storing. It contains controlling task collection that offers processes similar to 
increase and separation effortlessly. It provisions 2 ways of process, Maximum mode, and 
Minimum mode. Minimum mode is apposite for an organization needing a single processor and 
Maximum mode is appropriate for an organization needing many processors end (Table 
12.1)[1]–[3]. 

Features of 8086 microprocessor:  

1. It operates on a single +5Vd.c. supply. 
2. It operates on a frequency between 5-8 MHz. 
3. It is a 16-bit microprocessor. 
4. It has 20-bit address buses. 
5. It has a 16-bit stack pointer register 
6. It has a 16-bit PC (Program Counter) register. 
7. It is a general-purpose register-based microprocessor. 
8. It has 16-bit ALU. 
9. It has 16-bit data buses. 
10. It is the Hmos technology microchip invented in 1977. 
11. It works in 2 modes such as minimum mode and maximum mode. 
12. It has nine flags. 
13. It supports memory segmentation. 
14. The memory capacity is 1 Mb. 
15. It works on 6-byte instruction. 

Table 12.1: Difference between the 8085 microprocessor and 8086 microprocessor: 

8085 Microprocessor  8086 Microprocessor 

It is an 8-bit microchip. It is a 16-bit microprocessor. 

It does not support memory 
segmentation. 

It supports memory segmentation. 

It has 5 status flags. It has 9 status flags. 

It has a 16-bit address line It has a 20-bit address line 

It has an 8-bit data bus. It has a 16-bit data bus. 

It is invented by Nmos technology It is invented by Hmos technology 
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The cost of 8085 is low  The cost of 8086 is  high 

It contains 6500 transistors It doesn’t support pipelining 

The architecture of 8086 (Figure 12.1):  

 

Figure 12.1: Architecture of 8086 microprocessor 

EU (Execution Unit):it provides commands to the Buffer Interface Unit uttering after anywhere 
to raise the pieces of information and formerly decipher and perform individual commands. Its 
purpose is to control processes on pieces of information utilizing the tutoring interpreter & 
Arithmetic Logic Unit. The execution unit needs no straight linking through arrangement buses 
as exposed in the overhead figure, it achieves actions concluded figures over the buffer interface 
unit. 

PIN DIAGRAM OF 8086 (Figure 12.2):  

 

Figure 12.2: pin diagram of 8086 
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AD0-AD15 (Address Data Bus): Bidirectional address/data lines are low-order address buses 
AND multiplexed with data. 

Once these lines are cast-off to convey memory address, the symbol A is used as an alternative to 
AD, for example, A0- A15. 

A16 - A19 (Output): High-order address lines. These are multiplexed with status signals. 

A16/S3, A17/S4: A16 and A17 are multiplexed with segment identifier signals S3 and S4. 

A18/S5: A18 is multiplexed with interrupt status S5. 

A19/S6: A19 is multiplexed with status signal S6. 

BHE/S (Output): Bus High Enable/Status. During T1, it is low. It enables the data onto the most 
significant half of the data bus, D8-D15. An 8-bit device connected to the upper half of the data 
bus uses a BHE signal. It is multiplexed with status signal S7. The S7 signal is available during 
T3 and T4.  

RD(Read): For read operation. It is an output signal. It is active when LOW. 

Ready (Input): The addressed memory or I/O sends acknowledgment through this pin. When 
HIGH, it denotes that the peripheral is ready to transfer data. 

RESET (Input): System reset. The signal is active HIGH. 

CLK (input): Clock 5-10 MHz. 

A16/S3, A17/S4: A16 and A17 are multiplexed with segment identifier signals S3 and S4. 

A18/S5: A18 is multiplexed with interrupt status S5. 

A19/S6: A19 is multiplexed with status signal S6.  

BHE/S7 (Output): Bus High Enable/Status. During T1, it is low. It enables the data onto the 
most significant half of the data bus, D8-D15. An 8-bit device connected to the upper half of the 
data bus uses a BHE signal. It is multiplexed with status signal S7. The S7 signal is available 
during T3 and T4[4]–[6].  

RD (Read): For read operation. It is an output signal. It is active when LOW. 

Ready (Input): The addressed memory or I/O sends acknowledgment through this pin. When 
HIGH, it denotes that the peripheral is ready to transfer data. 

RESET (Input): System reset. The signal is active HIGH. 

CLK (input): Clock 5, 8, or 10 MHz. 

PIN description for minimum mode:  

INTA (Output): PIN 24 interrupts acknowledgment. On receiving the interrupt signal, the 
processor issues an interrupt acknowledgment signal. It is active LOW. 

ALE (Output): Pin no. 25. Address latch enable. It goes HIGH during T1. The microprocessor 
8086 sends this signal to latch the address into the Intel 8282/8283 latch. 
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DEN (Output): Pin no. 26. Data Enable. When Intel 8287/8286 octal bus transceiver is used this 
signal is. It is active LOW. 

DT/R (output): Pin No. 27 data Transmit/Receives. When Intel 8287/8286 octal bus transceiver 
is used this signal controls the direction of data flows through the transceiver. When it is HIGH, 
data is sent out. When it is LOW, data is received. 

M/IO (Output): Pin no. 28, Memory or I/O access. When this signal is HIGH, the CPU wants to 
access memory. When this signal is LOW, the CPU wants to access the I/O device. 

WR (Output): Pin no. 29, Write. When this signal is LOW, the CPU performs memory or I/O 
write operation. 

HLDA (Output): Pin no. 30, Hold Acknowledgment. It is sent by the processor when it receives 
a HOLD signal. It is an active HIGH signal. When HOLD is removed HLDA goes LOW. 

HOLD (Input): Pin no. 31, Hold. When another device in the microcomputer system wants to 
use the address and data bus, it sends a HOLD request to the CPU through this pin. It is an active 
HIGH signal. 

Bus Interface Unit (BIU) 

The segment registers, instruction pointer, and 6-byte instruction queue are associated with the 
bus interface unit (BIU). 

1. Handles transfer of data and addresses 
2. Fetches instruction codes, stores fetched instruction codes in a first-in-first-out register 

set called a queue 
3. Reads data from memory and I/O devices 
4. Writes data to memory and I/O devices 
5. It relocates addresses of operands since it gets un-relocated operand addresses from the 

EU. The EU tells the BIU where to fetch instructions or where to read data. 

It has the following functional parts: 

1. Instruction Queue: After the EU performs instructions, the BIU gets 6 bytes of the next 
instruction and stores them in the instruction queue this process is known as instruction 
pre-fetch. This process increases the speed of the processor. 

2. Segment Registers: A segment register contains the addresses of instructions and data in 
memory which are used by the processor to access memory locations. It points to the 
starting address of a memory segment currently being used. 
There are 4 segment registers in 8086 as given below: 

Code Segment Register (CS): The code segment of the memory holds the instruction codes of a 
program. 

Data Segment Register (DS): The data, variables, and constants given in the program are held 
in the data segment of the memory. 

Stack Segment Register (SS): The stack segment holds addresses and data of subroutines. It 
also holds the contents of registers and memory locations given in PUSH instruction. 
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Extra Segment Register (ES): Extra segment holds the destination addresses of some data of 
certain string instructions. 

Instruction Pointer (IP): The instruction pointer in the 8086 microprocessor acts as a program 
counter. It indicates the address of the next instruction to be executed. 

Execution Unit (EU) 

1. The EU receives the opcode of an instruction from the queue, decodes it, and then 
executes it. While Execution, the unit decodes or executes an instruction, then the BIU 
fetches instruction codes from the memory and stores them in the queue. 

2. The BIU and EU operate in parallel and independently. This makes processing faster. 
3. General purpose registers, stack pointers, base pointer and index registers, ALU, flag 

registers (FLAGS), instruction decoder, and timing and control unit constitute the 
execution unit (EU). Let's discuss the: 

4. General Purpose Registers: There are four 16-bit general purpose registers: AX 
(Accumulator Register), BX (Base Register), CX (Counter), and DX. Each of these 16-bit 
registers is further subdivided into 8-bit registers as shown below (Table 12.2): 

Table 12.2: General purpose register 

16-bit registers 8-bit high-order registers 8-bit low-order registers 

            AX AH AL 

BX BH BL 

           CX CH CL 

DX DH DL 

Index Register: The following four registers are in the group of pointer and index registers: 

1. Stack Pointer (SP) 
2. Base Pointer (BP) 
3. Source Index (SI) 
4. Destination Index (DI) 

ALU: It handles all arithmetic and logical operations. Such as addition, subtraction, 
multiplication, division, AND, OR, and NOT operations. 

Flag Register: It is a 16-bit register that exactly behaves like a flip-flop, which means it changes 
states according to the result stored in the accumulator. It has 9 flags and they are divided into 2 
groups i.e. conditional and control flags. 

Conditional Flags: This flag represents the result of the last arithmetic or logical instruction 
executed. Conditional flags are: 

1. Carry Flag 
2. Auxiliary Flag 
3. Parity Flag 
4. Zero Flag 
5. Sign Flag 



 
113 Digital Electronics 

6. Overflow Flag 

Control Flags: It controls the operations of the execution unit. Control flags are: 

1. Trap Flag 
2. Interrupt Flag 
3. Direction Flag 

 

Interrupts 

An interrupt is a process of creating a temporary halt during program execution and allows 
peripheral devices to access the microprocessor. Microprocessor responds to these interrupts 
with an interrupt service routine (ISR), which is a short program or subroutine to instruct the 
microprocessor on how to handle the interrupt. 

Addressing modes of 8086 

How an operand is specified for an instruction in the accumulator, in a general-purpose register, 
or in the memory location, is called addressing mode. The 8086 microprocessors have 8 
addressing modes. Two addressing modes have been provided for instructions that operate on 
register or immediate data[7]–[10]. 

These two addressing modes are: 

Register Addressing: In register addressing, the operand is placed in one of the 16-bit or 8-bit 
general-purpose registers. 

Example 

 MOV AX, CX 
 ADD AL, BL 
 ADD CX, DX 

Immediate Addressing: In immediate addressing, the operand is specified in the instruction 
itself. 

Example 

 MOV AL, 35H 
 MOV BX, 0301H 
 MOV [0401], 3598H 
 ADD AX, 4836H 

The remaining 6 addressing modes specify the location of an operand that is placed in memory. 

These 6 addressing modes are: 

Direct Addressing: In direct addressing mode, the operand's offset is given in the instruction as 
an 8-bit or 16-bit displacement element. 

Example 

ADD AL, [0301] 
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The instruction adds the content of the offset address 0301 to AL. the operand is placed at the 
given offset (0301) within the data segment DS. 

Register Indirect Addressing: The operand's offset is placed in any one of the registers BX, 
BP, SI, or DI as specified in the instruction. 

Example: MOV AX, [BX] 

It moves the contents of memory locations addressed by the register BX to the register AX. 

Based Addressing: The operand's offset is the sum of an 8-bit or 16-bit displacement and the 
contents of the base register BX or BP. BX is used as a base register for the data segment, and 
the BP is used as a base register for the stack segment. 

Effective address (Offset) = [BX + 8-bit or 16-bit displacement]. 

Example 

MOV AL, [BX+05]; an example of 8-bit displacement. 

MOV AL, [BX + 1346H]; an example of 16-bit displacement. 

Indexed Addressing: The offset of an operand is the sum of the content of an index register SI 
or DI and an 8-bit or 16-bit displacement. 

Offset (Effective Address) = [SI or DI + 8-bit or 16-bit displacement] 

Example 

MOV AX, [SI + 05]; 8-bit displacement. 

MOV AX, [SI + 1528H]; 16-bit displacement. 

Based Indexed Addressing: The offset of the operand is the sum of the content of a base 
register BX or BP and an index register SI or DI. 

Effective Address (Offset) = [BX or BP] + [SI or DI] 

Here, BX is used as a base register for the data segment, and BP is used as a base register for the 
stack segment. 

Example 

ADD AX, [BX + SI] 

MOV CX, [BX + SI] 

Based Indexed with Displacement: In this mode of addressing, the operand's offset is given by: 

Effective Address (Offset) = [BX or BP] + [SI or DI] + 8-bit or 16-bit displacement 

Example 

MOV AX, [BX + SI + 05]; 8-bit displacement 

MOV AX, [BX + SI + 1235H]; 16-bit displacement 
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Questionnaires 

1. What are the different types of number systems? 

2. Discuss the Boolean algebra in detail. 

3. Explain the Karnaugh mapping method in Boolean algebra. 

4. What are logic gates? explain different types of logic gates. 

5. Explain the arithmetic circuits.  

6. What is the difference between an encoder and a decoder? 

7. Explain the multiplexer in detail and also its field application. 

8. What is the sequential circuit write down a short note on flip-flops? 
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9. Explain different types of data converters. 

10. Write down a note on ROM and RAM. 

11. Explain the pin diagram of the 8085 microprocessor. 

12. Write down the features of the 8085 microprocessor. 

13. Explain the architecture of the 8086 microprocessor. 

14. Write a note on features and registers used in the 8086 microchips. 
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